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Editor's Note: 
Reflections on IAJC and the 2011 Joint 

International Conference with ASEE 
 

 
 

Philip Weinsier, IJERI Manuscript Editor 

 

As we in higher education and industry reflect back on 

the first decade in this new millennium, we realize that the 

sharing of ideas and resources is the best way for us to create 

a better future for the next generation of students, faculty, 

and researchers. In the competitive and tight global markets 

of the 21st century, leading companies across industry have 

embarked on massive reorganizations, mergers, partnerships, 

and all sorts of collaborative projects with their like-minded 

peers and rivals in order to not only survive but grow and 

thrive. But, as industry changes with time, so must academ-

ia. Conversely, as academic R&D efforts provide advance-

ments in technology, so must industry provide a quick turna-

round from concept to market. However, many academic 

organizations, journals, and conferences have been slow to 

adapt and provide the necessary platforms for the dissemina-

tion of knowledge.  

 

Beginning in 2006, the editorial board of the Internation-

al Association of Journals and Conferences (IAJC) em-

barked on groundbreaking and unprecedented efforts to es-

tablish strategic partnerships with other major rival journals 

and organizations to share resources and offer authors a 

unique opportunity to come to one conference and publish 

their papers in a broad selection of journals representing 

interests as diverse as those of the researchers and educators 

in fields related to engineering, engineering technology, in-

dustrial technology, mathematics, science and teaching. The-

se efforts resulted in an innovative model of joint interna-

tional conferences that includes a variety of organizations 

and journals. 

 

IAJC joint and independent international conferences 

have been a great success with the main conferences being 

held in the United States and regional, simultaneous confer-

ences, in other parts of the world.  In additional to bringing 

people together at its conference venues, IAJC attracts myri-

ad journals that wish to publish the best of what its attendees 

have to offer, thereby creating excitement in academic 

communities around the world. IAJC is a first-of-its-kind, 

pioneering organization. It is a prestigious global, multi-

layered umbrella consortium of academic journals, confer-

ences, organizations and individuals committed to advancing 

excellence in all aspects of technology-related education. 

 

Conference Statistics: A total of 285 abstracts from more 

than 100 educational institutions and companies were sub-

mitted from around the world. In the multi-level review pro-

cess, papers are subjected to blind reviews by three or more 

highly qualified reviewers. For this conference, a total of 80 

papers were accepted. Most of these were presented and are 

published in the conference proceedings. This reflects an 

acceptance rate of less than 30%, which is one of the lowest 

acceptance rates of any international conference.  

 

This conference was sponsored by the International As-

sociation of Journals and Conferences (IAJC), which in-

cludes 13 member journals and a number of universities and 

organizations. Other sponsors were the American Society for 

Engineering Education (ASEE) and the Institute of Electrical 

and Electronics Engineers (IEEE). Selected papers from this 

conference will be published in one of the 13 IAJC member 

journals. Organizing such broad conferences is a monumen-

tal task and could not be accomplished without the help and 

support of the conference committee, the division/session 

chairs and the reviewers. Thus, we offer our sincerest thanks 

to all for their hard work and dedication in the development 

of the outstanding 2011 conference program. We personally 

hope you will seek them out to thank them for their fine 

work. 

 

IJME is steered by IAJCôs distinguished Board of Direc-

tors and is supported by an international review board con-

sisting of prominent individuals representing many well-

known universities, colleges, and corporations in the United 

States and abroad. To maintain this high-quality journal, 

manuscripts that appear in the Articles section have been 

subjected to a rigorous review process. This includes blind 

reviews by three or more members of the international edito-

rial review boardðwith expertise in a directly related 

fieldðfollowed by a detailed review by the journal editors. 
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Editorial Review Board Members 
 

Listed here are the members of the International Review Board, who devoted countless hours to the review of the many 

manuscripts that were submitted for publication. Manuscript reviews require insight into the content, technical expertise 

related to the subject matter, and a professional background in statistical tools and measures. Furthermore, revised 

manuscripts typically are returned to the same reviewers for a second review, as they already have an intimate knowledge of 

the work. So I would like to take this opportunity to thank all of the members of the Board.  

 

As we continually strive to improve upon our conferences, we are seeking dedicated individuals to join us on the planning 

committee for the next conferenceðscheduled for fall, 2012. Please watch for updates on our web site (www.IAJC.org ) and 

contact us anytime with comments, concerns or suggestions. On behalf of the 2011 IAJC conference committee and IAJC 

Board of Directors, we thank all of you who participated in this great conference and hope you will consider submitting 

papers in one or more areas of engineering and related technologies for future IAJC conferences. 

 

If you are interested in becoming a member of the IAJC International Review Board, send me (Philip Weinsier, IAJC/IRB 

Chair, philipw@bgsu.edu) an email to that effect. IRB members review manuscripts in their areas of expertise for all three of 

our IAJC journalsðIJME (the International Journal of Modern Engineering), IJERI (the International Journal of Engineering 

Research and Innovation), TIIJ (the Technology Interface International Journal)ðand papers submitted to the IAJC 

conferences. 
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USING SIX SIGMA FOR CONTINUOUS IMPROVEMENT  

IN ENGINEERING TECHNOLOGY  
 

Sarai Hedges, University of Cincinnati; Virginia Westheider, University of Cincinnati 

 

Abstract 
 

A grassroots team at the College of Applied Science, Uni-

versity of Cincinnati, formed to use Six-Sigma methodology, 

an industry-familiar process, to develop an improved as-

sessment plan that is responsive to the Technology Accredi-

tation Commission division of the Accreditation Board for 

Engineering and Technology (ABET/TAC) accreditation 

requirements.  Using Six Sigma in the evaluation process fits 

nicely with the engineering technology programs and was 

readily accepted by faculty.  

 

The scope of the project focused on improving the as-

sessment of ABET/TAC Criteria 3h (lifelong learning) and 

continuous improvement in accordance with the documented 

process.  In Six Sigma process improvement, a process that 

works at a ñSix Sigma Levelò only has approximately 3.4 

defects per million opportunities.  This paper describes the 

project selection, definition of the process, calculation of the 

sigma level, implementation of the DMAIC method, and the 

level of success of the team in improving the process of as-

sessing graduatesô abilities to recognize the need for and to 

engage in lifelong learning.   

 

Introduction 
 

Six Sigma, started in 1986 by Motorola, has been defined 

in numerous ways.  It has been called a philosophy, a meth-

odology, and a set of tools [1]. One of the more concise def-

initions is ña disciplined, data-driven approach and method-

ology for eliminating defects é in any process -- from man-

ufacturing to transactional and from product to serviceò[2].  

Six Sigma is now endemic to industryðautomotive, chemi-

cal, financial, manufacturing and retail, to name a fewð

from American Express to GE, Advanced Micro Devices to 

Xerox, and is credited with saving millions of dollars while 

improving product or service quality and customer satisfac-

tion.   

 

In June of 2008, the authors met with Dean Allen Arthur 

to discuss using the Six Sigma methodology for process im-

provement within the college.  ABET/TAC accreditation 

was selected as an appropriate area for such an endeavor.  

The authors met regularly throughout the year on the project 

with Dean Arthur providing management support.  This pa-

per is a summary of the teamôs progress to-date and is orga-

nized according to the phases of the six-sigma process im-

provement model (DMAIC): 

 
Figure 1. DMAIC Phases 

 

Define Phase 
 

The first phase of Six Sigma projects is the ñDefineò phase 

in which the team ñdefines the Customer, their Critical to 

Quality (CTQ) issues, and the Core Business Process in-

volvedò [3].  Many common Six Sigma and Project Man-

agement tools are appropriate to use in this phase, but the 

authors chose a Pareto Chart, Thought Process Map, SIPOC 

diagram, CTQC tree, and a Project Charter.   

 

Figure 2 is the Pareto Chart that shows that for Criterion 3 

(C3), related to assessment and continuous improvement, the 

vast majority of programs received ñWeaknessò ratings in 

the ABET/TAC evaluatorsô comments immediately after 

their 2006 visit.  Criterion 1 (C1), program educational ob-

jectives, Criterion 2 (C2), program outcomes, and Criterion 

7 (C7), institutional and external support, also received 

weakness ratings but none was consistently rated so poorly 

as Criterion 3 across programs. 

 

Occurences 5 1 1 1

Percent 62.5 12.5 12.5 12.5

Cum % 62.5 75.0 87.5 100.0
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Figure 2. Pareto Chart 
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Figure 3. Thought Process Map 

 

The Thought Process Map (Figure 3) illustrates the bene-

fits of focusing on Criterion 3h and further illustrates several 

surveys administered by different bodies within the universi-

ty that were vehicles that somewhat assessed lifelong learn-

ing and need further exploration for possible improvement. 

Table 1, the Supplier Input Process Output (SIPOC) dia-

gram, more fully describes the process as it pertains to the 

survey instruments at the beginning of the project.  Further 

investigation of the 4 surveys in the SIPOC diagram found 

that in 2006 the Alumni Survey was administered by the 

CAS Career Placement Office and had an abysmal 5.7% 

response rate.  The 2007-08 Employer Survey, administered 

by the University of Cincinnati Professional Practices Of-

fice, had a 69.7% response rate for all CAS students.  The 

Student Professional Practice (PP) Survey, administered by 

the same office, does not have questions pertaining to life-

long learning and is very difficult to alter.  The College Stu-

dent Services Office administered a Senior Survey until the 

spring quarter of 2008 when it was discontinued due to a 

change in university policy and refusal by a university office 

to continue its administration.  The CAS ECET program 

developed a Senior Survey for its students, which garnered a 

75% response rate upon its first implementation in Novem-

ber of 2008, and was willing to share the survey instrument 

for other programs to use. 
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Table 1. SIPOC Diagram 

Original Process: 

 

Supplier 
 

Input  Process 
 

Output  

Career Placement Office Alumni Survey 

Assessing Graduatesô 

Abilities to Recognize the 

Need for and to Engage in 

Lifelong Learning 

Graduates' responses 

CAS Office of Profession-

al Practice 

Employer PP Survey 

Student PP Survey 

Employers' responses Stu-

dents' responses 

Student Services 

(until 08S) 
Senior Student Survey Seniors' responses 

ECET department 

(08S ï 09S) 
Senior Student Survey Seniors' responses 

 

 

Using the Critical To Quality Characteristic (CTQC) Tree 

Diagram (Figure 4), the team identified specific measureable 

aspects of the process (metrics) that could be used to meas-

ure process improvement:   

¶ alumni survey response rate,   

¶ the number of questions on each survey measuring 

lifelong learning, 

¶ the creation of one senior survey, and 

¶ an approved process flow chart. 

 
Figure 4. Critical to Quality Characteristics (CTQC) Tree 

 

The decision to measure only an improvement in the re-

sponse rate for the Alumni Survey will be discussed in the 

ñAnalyzeò section of this report.  The other two CTQCôs 

following the ñBetter Surveys,ò were chosen with the con-

sultation of the College Assessment Committee, that has 

members from the suppliers of the survey instruments, those 

familiar with the ABET/TAC requirements, and those in 

contact with students past and present.  The last CTQC in-

volving the process flow chart was removed from the project 

after the announcement of a Collegiate Restructuring Initia-

tive in which the College of Applied Science was to be 

merged with another college.  As the structure of the college 
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was destined to change, so would the feedback loop for this 

process in a manner that cannot be anticipated with any cer-

tainty. As a result, the authors were given permission to 

scale back on this aspect of the project. This led the team to 

create the following Business Case and Problem Statement 

for the project (taken from the Project Charter): 

 

BUSINESS CASE:  The majority of degree-granting pro-

grams in the College of Applied Science are accredited by 

ABET/TAC. ABET is ñthe recognized accreditor for college 

and university programs in applied science, computing, en-

gineering, and technology, [which] is a federation of 29 pro-

fessional and technical societies representing these fieldsò 

[4]. Failure to meet ABET accreditation requirements may 

lead to loss of accreditation, having significant and adverse 

affects on these programs as for ñemployers, graduate 

schools, and licensure, certification, and registration boards, 

graduation from an accredited program signifies adequate 

preparation for entry into the profession. In fact, many of 

these groups require graduation from an accredited program 

as a minimum qualificationò [5]. Hence, it is an understate-

ment to say that maintaining ABET/TAC accreditation and 

achieving positive reviews from ABET/TAC evaluators are 

important to the college. 

 

The 2006 findings of the ABET/TAC review of the appro-

priate College of Applied Science programs varied among 

the programs.  Although no program had any ABET/TAC 

Criteria ratings in the lowest category, ñdeficiencyò, the ma-

jority of the programs had ratings in the next lowest catego-

ry, ñweaknessò, for the same criterion, ABET/TAC Criterion 

3:  Assessment and Evaluation, which states that ñ[e]ach 

program must utilize assessment measures in a process that 

provides documented results to demonstrate that the program 

objectives are being metéò This is related to Criterion 4 

ñContinuous Improvement:é us[ing] a documented process 

incorporating relevant data to regularly assess its program 

educational objectives and program outcomes, and to evalu-

ate the extent to which they are being met.  The results of 

these evaluations of program educational objectives and 

program outcomes must be used to effect continuous im-

provement of the program through a documented planò [6]. 

None of the reviewed programs had either of these criteria 

listed as a program strength.  Lack of a documented program 

assessment process that is part of a feedback loop for contin-

uous program improvement is a systematic problem 

throughout the collegeôs programs and ranks high among the 

programsô faculty and college administration as a problem to 

solve. 

 

PROBLEM STATEMENT:  The ABET/TAC evaluator 

findings indicated that the majority of degree programs seek-

ing renewal of their accreditation did not have a clearly de-

fined plan for evaluating continuous improvement of pro-

gram objectives and outcomes (ABET/TAC Criteria 3 & 4).  

The team seeks to remedy these issues by clearly defining an 

appropriate feedback loop for improving the process of as-

sessing Criterion 3h: demonstration that graduates have a 

recognition for the need for, and an ability to engage in life-

long learning.  This specific ABET/TAC criterion was cho-

sen because it was identified by the programsô faculty and 

college administration as difficult to evaluate and because 

there exist survey instruments in various areas of the college 

that can be adapted to evaluate this criterion across all of the 

programs.  As this is a grass-roots effort in implementing the 

Six Sigma methodology at the College of Applied Science, 

the team also believes that working on this ABET/TAC cri-

terion makes for a right-sized project in terms of faculty and 

administrative support, probability of success, low imple-

mentation costs, and timeliness of completion.  The team 

hopes the successful completion of this project will lead to 

more support for bigger projects in the future. 

 

There are currently four (4) surveys at CAS that contain 

questions that assess lifelong learning at least to some extent.  

They are used in various ways and administered by various 

bodies.  In 2006, the Alumni Survey, which includes some 

questions related to lifelong learning and is administered by 

the CAS Career Placement Office, had an abysmal 5.7% 

response rate.  The CAS ECET program developed a Senior 

Survey for its students, which garnered a 75% response rate 

upon its first implementation in November of 2008 but the 

survey needs to be adapted for other programsô use.   The 

University of Cincinnati Professional Practices Office Em-

ployer and Student Surveys, which evaluates students on co-

op, also have the possibility of being used.  The 2007-08 

Employer Survey had a 69.7% response rate for all CAS 

students.  

 

The project team was expected to adapt the most appropri-

ate surveys to evaluate ABET/TAC Criterion 3h.  The team 

was also expected to implement techniques that would in-

crease the response rates for those surveys with low respons-

es and further to improve the feedback loop between the 

programs being assessed, the entities which administer the 

surveys and collect the data and the decision points in the 

process where changes based on the data are recommended 

and implemented so that program assessment is effectively 

incorporated in a manner of documented continuous im-

provement leading to successful ABET/TAC reviews. 

 

Measurement Phase 
 

After defining the project, the authors measured the cur-

rent process.  Tools used were DPMO and Sigma Level cal-

culations and a histogram.  The authors could not perform a 

Measurement System Analysis. A near-perfect process 

works at a ñSix Sigma Level,ò which corresponds to 3.4 
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defects per million opportunities.  Tables 2 and 3 show the 

teamôs definitions of Defects, Units, and Opportunities and 

the calculations for the DPMO and Sigma Level.   

 

Although originally used for continuous ratio data, in con-

cordance with statistical theory, this technique is commonly 

used for discrete, or attribute data. In this project, the authors 

focused on the proportion of ñbadò (deficiency or weakness) 

ABET/TAC evaluator ratings for ABET/TAC criterion 3h, 

binomial data.  To calculate the sigma level for such data, 

the fraction of ñbadò ratings was treated as the alpha of the 

normal distribution and then a conversion table was used to 

determine the sigma level.  The 1.5 Sigma Shift was a con-

vention that assumed that the process would shift over time.   

 

The initial process of assessing lifelong learning showed 

plenty of room for improvement at a baseline Sigma Level 

of 1.2. 

 
Table 2. DPMO Definitions 

DEFINITIONS  Assessing ABET/TAC Crite-

rion 3 

Defect rating of Weakness or Defi-

ciency 

Unit  CAS program reviewed by 

ABET/TAC 

Opportunity  1 per program 

 
Table 3. DPMO and Sigma Level Calculations 

CALCULATIONS  Assessing 

ABET/TAC Cr i-

terion 3 

Defects 5 

Opportunities 8 

DPMO (5/8)*1,000,000 = 

625,000 

Sigma Level 

(assumed 1.5 Sigma Shift) 

 

1.2 

 

The DPMO and Sigma Level in a process are affected by 

how defects are defined and who or what measures the de-

fects.  To have reliable measurements, the measuring devices 

must have repeatability and reproducibility (R&R).  In Six 

Sigma projects, a Measurement System Analysis (MSA) was 

conducted to determine the measurement R&R of a process.  

For this particular process, outside evaluators from other 

institutions were used to rate the ABET/TAC criteria for the 

programs. Neither this team nor the university had access to 

ABET/TAC evaluators to conduct an MSA.  Thus, the au-

thors had to proceed under the assumption that, for a given 

accreditation visit, individual evaluators would repeatedly 

rate a program about the same and a program would be rated 

similarly by different evaluators.  As a sidebar, the undertak-

ing of an MSA of evaluators by the ABET/TAC accrediting 

body would be an excellent opportunity for it to elevate its 

credibility. 

 

Coding the evaluator ratings as shown in Table 4 allows 

further analyses.  Although the rating ñObservationò, on the 

face of it, does not connote a level between ñConcernò and 

ñStrengthò, the teamôs reading of the ñObservationò rating 

comments made by ABET/TAC evaluators and its listing 

under ñCorrections and Improvementsò in the ABET/TAC 

report gave evidence to such a use for this project. 

 
Table 4. Evaluator Rating Codes 

Evaluator 

Rating 

          Code 

Deficiency  1 

Weakness  2 

Concern  3 

Observation  4 

Strength  5 

 

The histogram in Figure 5 illustrates all evaluator ratings 

over all ABET/TAC-accredited programs received during 

the 2006 visit.  In other words, the graph lumps all ratings 

together.  It shows that, thankfully, there were no ñDeficien-

cyò ratings and rating ñ3ò, or ñConcernò, was the most 

common rating given, with 12 occurrences.  Looking back at 

the data, the team found that seven (7) of the occurrences 

were related to Criterion 8.  Although a ñConcernò rating is 

not as urgent to improve as a ñWeaknessò rating, it is worth 

noting and perhaps should be investigated in another project. 

 

5432

12

10

8

6

4

2

0

coded rat ings (2= Weakness t o 5 =  St rengt h)

N
u

m
b

e
r
 o

f 
R

a
t
in

g
s

Al l  Evaluator  Cr i ter ia Rat ings Given for  2006 ABET Visi t  

 
Figure 5. Histogram of Evaluator Coded Ratings 

 

Analysis Phase 
 

This phase includes analyzing the data collected and de-

termining the ñroot causes of defects and opportunities for 

improvementò [3]. Tools used were a Cause & Effect Dia-

gram, Brainstorming, a 5-Why Analysis, and a variation on 
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the traditional Failure Mode and Effects Analysis (FMEA), 

which is called a ñSignificant Factor Selection Matrixò. 

 

The Cause & Effect Diagram (also called a Fishbone Dia-

gram) in Figure 6 shows a multitude of factors that affect the 

process.  The team used written Criteria 3 and 4 comments 

from evaluators and brainstormed to come up with factors 

(also known as ñroot causesò or ñXôsò).   

 

 
Figure 6. Fishbone Diagram 

 

Procedures involved in the feedback loop, students, and 

the survey instruments were selected as factors to pursue to 

improve the process using Table 5, the Significant Factor 

Selection Matrix.  As factors related to the feedback loop 

could not be pursued due to the Collegiate Restructuring 

Initiative, the team focused its efforts on the survey instru-

ments.   

 

The team attended the monthly College Assessment 

Committee meetings from November 2008 ï April 2008 and 

was able to work with them to review and update the Profes-

sional Practices Employer Survey and the Alumni Survey to 

include questions relevant to assessing ABET/TAC Criteria 

3h. During this review, the Committee additionally updated 

the Alumni Survey for readability and brevity.   

 

At the beginning of this project, the ECET department was 

conducting its own Senior Survey.  A 5-Why Analysis (Ta-

ble 6) shows the thought process in analyzing this problem.  

The outcome was that the College Assessment Committee 

altered the ECET Senior Survey and adopted it for all 

ABET/TAC-assessed programs in the college.        

     

Preliminary investigation of the process showed that the 

Alumni Survey had only a 5.7% response rate.   Both a paper 

copy and online option were available for alumni to take the 

survey.  During the February College Assessment Commit-

tee meeting, attendees brainstormed ideas to improve the 

response rate.  Incentive ideas such as book bags and key 

chains were mentioned.  The team further studied ways to 

improve the response rate of the Alumni Survey by perform-

ing a literature review of survey response and by bench-

marking with Alumni Surveys at other institutions of higher 

learning.[7-15]  Originally, the Alumni Survey was adminis-

tered by the College Career Development Office by paper 

and then in 2006 by paper or with an option to complete the 

survey of the collegeôs web site.  The team decided that it 

would call a new Alumni Survey administration method a 

success if the response rate had a statistically significant 

increase from the previous year at a 0.05 level of signifi-

cance. 
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Table 5. Significant Factor Selection Matrix 

Significant Factor Selection Matrix 

Improving Assessment of Lifelong Learning for ABET Accreditation 

 Selection Criteria  

Possible Causes (X's) for Poor Rat-

ings on ABET Criterion 3h 

Applicability Rating (1 = low to 5 = 

high) 

Covers all  

Programs 

Low 

Cost 

To Fix 

Ease of 

Implementation 

Ability to  

Influence 

TOTAL  

SCORE 

(add 

ratings): 

Consistency of Communication from 

Staff 5 4 5 5 19 

Consistency of Communication from 

Assessment Cmt 5 5 5 4 19 

Consistency of Communication from 

Administration 5 5 5 4 19 

Use of ABET feedback by faculty 5 5 4 5 19 

Students Don't Respond to Surveys 5 4 5 5 19 

Poor Documentation to ABET 3 3 3 3 12 

Report Not Readable 3 5 5 3 16 

Report Doesn't Use Timely Assess-

ment Info 4 5 3 2 14 

Survey Instruments Contain Appro-

priate 3h Questions 5 5 5 5 20 

ABET Findings Not Incorporated 

Well Into Feedback Loop 5 5 4 5 19 

ABET Findings Not Provided in 

Timely Manner Following Visit 5 5 1 1 12 

ABET Requirements Unclear 1 5 1 1 8 

Reporting Schedule Vary Widely for 

Surveys 5 5 1 1 12 

Poor/Nonexistent Continuous Im-

provement Feedback Loop 5 5 4 5 19 

Few/Poor Quality Lab Facilities 1 1 1 1 4 

Few/Poor Quality Libraries 1 1 1 1 4 

Few/Poor Quality Buildings 3 1 1 1 6 

Not Enough Faculty Lines 2 1 1 1 5 

Not Enough/Not Appropriate Course 

Offerings 1 1 1 1 4 
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Table 6. 5-Why Analysis 

5-Why Analysis For Senior Survey  

Why does ECET do their own Senior Survey? 1 

There is no other Senior Survey available.  

Why? 2 

College office stopped administering Senior Sur-

vey.  

Why? 3 

University Admissions took over senior graduation 

documents and refused to continue administering 

the College Senior Survey.  

Why? 4 

They say it is out of their purview.  

Why? 5 

They want another office to take over that task. 

Can we get another college office to do it?  

Yes--the College Director of Assessment will take 

it over and facilitate through Assess. Cmt. to adapt 

ECET Senior Survey to all ABET/TAC programs. How 

 

Improvement Phase 
 

In this phase, the team implemented solutions aimed at 

correcting the problems that were defined, measured, and 

analyzed in the previous phases.  Tools used were a Correc-

tion Action Matrix and a statistical hypothesis test to verify 

and measure improvement. 

 

The team implemented an action plan to improve the sur-

veys that included creating one Senior Survey for all 

ABET/TAC-accredited programs within CAS, add-

ing/updating lifelong learning questions in the Alumni Sur-

vey and Employer PP Survey and the Senior Survey, chang-

ing the administering body for the Alumni Survey to the 

Director of Assessment, and updating the administration 

methodology for the Alumni Survey.  The action plan relates 

to those factors rated most highly in the Significant Factor 

Selection Matrix (Table 5), with the exception of improving 

the feedback loop.  Further details of the action plan for im-

provement are in the Correction Action Matrix (Table 7).   

Table 7. Corrective Action Matrix  

Corrective Action Matrix  

Action Champion 

Implementation 

Target Date 

Effective? 

(yes, no) 

Measure of Effec-

tiveness 

Current  

Status 

Create one Senior Survey assess cmt Jun-09 yes document complete 

Change Administering Body for 

Senior Survey to Prof. Practice 

Office Westheider Jun-09 yes document complete 

Add/Update Lifelong Learning 

Questions in Alumni Survey assess cmt Feb-09 yes document complete 

Add/Update Lifelong Learning 

Questions in Employer PP Sur-

vey assess cmt Feb-09 yes document complete 

Add/Update Lifelong Learning 

Questions in Senior Survey assess cmt Feb-09 yes document complete 

Change Administering Body for 

Alumni Survey to Assessment 

Office Westheider May-09 yes statistical test complete 

Update Administration Methods:  

paper/web and two reminders Westheider May-09 yes email verification complete 

 

Using the changes just described, the improved surveys 

were piloted in the spring quarter of 2008.  With the new 

College Assessment Committee-created College Senior Sur-

vey and its new method of administration by the universityôs 

Professional Practice Office, the response rate was 56.2%.  

Comparisons with previous College Senior Surveys cannot 

be made as those response rates are unavailable, but the rate 

is within those seen in other types of surveys studied during 

the Analysis Phase of the project.  A new method to improve 

response rates in the Alumni Survey was implemented, 

which was created in response to the literature review done 

in the Analyze Phase.  The team did not think that it could 

acquire funds for incentives and primarily used an experi-

ment and cost-benefit analysis [7] to improve response rate 

with little cost.  The Alumni Survey administration was 

moved from the College Career Development Office to the 

Director of Assessmentôs Office.  In addition to an original 

mailing of the survey in June, students were also able to 

complete the survey using Survey Monkey on the collegeôs 

web site in the Alumni area.  In changing the administration 

method of the survey, follow-up postcard reminders were 

sent.  As the team learned [7], the most important impact 

reminders have on response rate is not in their presentation 

but in their repetitiveness.  The reminders were simple and 

inexpensive postcards.  They were sent two weeks and five 

weeks after the original mailings.  This new survey and 

method of administration proved  highly successful with the 

rate of alumni responding, nearly doubling from 5.7% in 

2006 to 11.4%.  This represents a highly statistically signifi-

cant increase (p-value = 0.000).  The team met its goal here.  
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The Employer Professional Practice survey results showed a 

response rate of 65.1% for 2008-09.  This is lower than the 

previous year but the decrease is not statistically significant 

at Ŭ = 0.05.   

 

Control Phase 
 

The Control Phase of a Six Sigma project makes sure that 

process improvements are maintained into the future.  The 

team has the following plans for future improvement:  fol-

low-up with improving the feedback loop when the new 

college structure is determined; investigate the possibility of 

incentives for survey completion to further improve survey 

response rates; further investigate, if there is managerial 

(decanal) support; and work to improve the assessment of 

Criterion 8, which received many ñConcernò ratings at the 

last ABET/TAC visit; and, finally, determine a new DPMO 

and Sigma Level annually and after the next ABET/TAC 

visit in 2013.  The team further plans to communicate the 

success of this project to build momentum for continuous 

improvement projects in areas such as classroom assessment 

and retention. 

 

Conclusion 
 

As this project has shown, the Six-Sigma methodology is 

an appropriate and effective tool for making improvements 

in educational assessment.  Although a definitive conclusion 

as to the overall level of success of this project cannot be 

determined until the next ABET/TAC review, milestones 

along the way have had measurable success.  The response 

rate of the Alumni Survey significantly improved (statistical-

ly and otherwise) and changes to survey instruments were 

achieved through consensus.  The effects of the changes in 

administration of survey instruments other than the Alumni 

Survey remain to be seen.  They will continue to be moni-

tored.  The need for an improved feedback loop will be ad-

dressed after the collegiate restructuring.  Finally, the 

ABET/TAC evaluatorsô review of the collegeôs assessment 

of studentsô lifelong learning after the next visit will deter-

mine if this process, currently running at a low 1.2 sigma 

level, improved overall.   
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VEHICLE PROFILE DESIGN VERSUS SOLA R ENERGY 

COLLE CTION : STYLING CONSIDERATIONS FOR  

SOLAR -POWERED PERSONAL COMMUTER VEHICLES 
 

Yi-hsiang Chang, California Polytechnic State University 

 

Abstract 
 

While current photovoltaic (PV) efficiencies limit the fea-

sibility of a solar-powered personal commuter vehicle simi-

lar in size and shape to current gasoline powered automo-

biles, research into developing a hybrid design has been 

growing. The present focus of PV technologies in the auto-

mobile industry is directed towards creating a hybrid using a 

small gasoline motor in conjunction with PV cells. Sole use 

of solar energy for powering automobiles can be seen in 

several solar-car racing events, but the dominating designs 

tend to focus on maximum energy harvest/utilization effi-

ciencies and streamlined designs, which results in a flat ve-

hicle profile. This study looked at altering the profile to 

emulate the curved design of todayôs civilian automobiles. 

Using two different profiles, this study simulated a car being 

parked in a random orientation during a given period of 

time. The results were examined to determine the effect that 

altering the profile will have on overall solar energy collec-

tion under different weather conditions. 

 

Introduction 
 

Photovoltaic (PV) technology has been around for over a 

150 years, but it was not until the successful demonstration 

of a silicon P-N junction solar cell in 1954 that its wide-

spread usage was realized [1]. With the increasing need of 

alternative energy, and the continuous improvement of PV 

performance, it is likely that solar power will become cheap-

er and more prevalent. From its use in consumer devices, 

home and grid power generation, lighting, to stand-alone 

communication, warning, and monitoring systems, the per-

vasive use of PV is imminent [2]. 

  

While using solar energy in transportation is becoming 

more of a reality, little evidence exists that major automobile 

manufacturers are showing interest in full-scale production 

of solar-driven vehicles. As a result, the development of 

solar cars is mainly led by participants in events such as the 

American Solar Challenge and other solar races worldwide 

[3]. In this type of competition, many of the vehicles with 

similar designs were able to successfully finish the race. The 

vehicle design is bound by a certain set of rules, which limit 

items such as motor size, area of solar panels, amount of 

batteries, and type of battery. With a goal of traveling up to 

1,500 miles across the country solely on solar power, the 

design is mainly governed by variables such as weight, en-

ergy-harvest capability, and wind resistance. The PV cells 

are usually oriented almost parallel to the earth. This is pri-

marily done to enlarge energy harvest and reduce wind drag. 

 

Bound by such limitations and being focused on maxi-

mum efficiencies results in solar vehicles with flat profiles 

that travel close to the ground and allow just enough space 

for one human driver, as shown in Figure 1. Designing the 

car in this manner allows for the PV cells to achieve a direct 

beam radiation at almost 0
o
 angle of incidence (AOI) during 

peak sunlight hours, resulting in less radiation loss from 

scatter [4]. In other words, the vehicle is able to collect a 

substantial amount of energy at peak irradiance hours, or 

when AOI is very small. In such a design, nevertheless, en-

ergy harvest in the morning and afternoon hours is not max-

imized due to large AOIs. 

 

 
Figure 1. The solar car by University of Michigan, which took 

the first place in 2010 American Solar Challenge [5] 

 

Minimizing AOI is crucial to achieving maximum power 

output, but in doing so the race vehicles sacrifice space and 

comfort because of their flat and compact design. Consider-

ing the practicality of a solar-powered personal commuter 

vehicle, the vehicle design would have to sacrifice some of 

the optimal AOI to create more cargo space. Furthermore, 

such a vehicle would need to have adequate head space for 

the driver to sit in an upright position, use a steering wheel, 

and even have space for safety features. While such a per-

sonal commuter vehicle would not have to adhere to the 

same set of rules established for various solar car races, the 

technologies used in these races provide a good baseline, 

and certain design considerations used in constructing these 

racers apply. Thus, the goal of this study was to investigate 

the influence of vehicle profile on its solar-energy harvest 
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capability in order to determine the feasibility of a solar-

powered personal commuter vehicle. 

 

Related Research 
  

The energy-harvest capability of solar panels can be af-

fected by factors such as cell operation temperature [2], dust 

accumulation [6], and environmental aspects of vehicle de-

ployment regions including altitude, weather patterns and 

shadowing of landscapes [7]. Cloud cover during the harvest 

of solar energy also has an impact on the amount of spectral 

irradiance reaching the PV cell. Spectral irradiance, com-

prised of both direct and diffuse components, is measured in 

watts per square meter (Watt/m
2
). In addition to absorbing 

visible (380-780nms) and near-infrared (780-4000nms) solar 

radiation, local cloud cover might reflect up to 70% of the 

direct radiation [8]. With varying weather patterns through-

out the world, environmental attributes of each location must 

be carefully taken into account in order to maximize the 

module output, and keep associated hardware and operation 

costs to a minimum. 

 

 
Figure 2. A diagram of the angle of incidence: The angle of 

incidence is represented by yôô and is referenced with the nor-

mal of the detector (solar panel).  The actual tilted angle of the 

detector is denoted by f [7] 

 

Angle of incidence (AOI) of the PV panels, as illustrated 

in Figure 2, also influences the solar-energy harvest ability. 

An AOI above 45
o
 greatly reduces the absorption of the 

sunôs direct radiation and must be considered when attempt-

ing to minimize reflectance on the cell itself [9], and thus is 

often considered undesirable for use on a solar-powered ve-

hicle. In addition, the yearly orientation of the PV cell in 

relation to the sun is another crucial parameter to optimize 

power generation. The glass used on solar panels also causes 

reflectance, which is associated with an optical loss. When 

using a glass-covered module, the reflectance increases dra-

matically above an AOI of 60
o
 [10].  Such loss in diffuse 

spectral irradiance is important to note, and makes analysis 

of this factor crucial when setting up a fixed module. The 

study performed by King et al. [9] points out that while an-

nual loss caused by a low AOI is small, it can have a signifi-

cant monthly effect. 

 

A study by Ahmad, Hussein, and El-Ghetany [11] used a 

computer model to predict optimal tilt angles for yearly 

power generation in Cairo, Egypt. The study concluded with 

the optimal tilt angle (20
o
 to 30

o
) about solar power genera-

tion specifically in Cairo, and confirmed the importance of 

AOI and the tilt angle on the overall performance of the PV 

array. Using a mathematical model, Tang and Wu [12] cre-

ated a table and map for optimal tilt angles in China.  Con-

sidering that Chinaôs territory covers many climates and 

latitudes, such a model proved beneficial to this emerging 

country. Tang and Wuôs study pointed out that different 

months of the year have different optimal tilt angles based 

on the change in the sunôs angle to the fixed PV module and 

their mathematical model successfully predicted actual dif-

fuse radiation values in 182 different locations throughout 

China where pollution levels were low [12]. This study can 

serve as a guide for PV module installation in China, and 

once again confirms the effects of both diffuse solar irradia-

tion and AOI on a solar moduleôs efficiency in any location. 

 

Martin and Ruiz [6] discovered that angular losses due to 

AOI are generally not taken into account when estimating 

the energy production of PV systems. The resulting effects 

are inaccurate corrections to current systems, and the poten-

tial neglect of increased productivity of the cell. Their mod-

el, developed to analyze optical losses for silicon PV mod-

ules, uses reflectance and AOI as major contributors to over-

all decreased cell performance. Upon completing their study, 

Martin and Ruiz confirmed the effectiveness of their model, 

and noted that the type of solar technology used has no sig-

nificant impact on the angular loss, but AOI and reflectance 

are significant contributors. 

 

Recent research has looked into developing a hybrid solar 

car that reduces the consumption of gasoline. A study con-

ducted by Arsie et al. [13] developed a model for optimizing 

a solar hybrid design. Using a calculator developed by the 

US National Renewable Energy Lab to determine optimal 

tilt angle in both the horizontal and vertical directions, they 

reported that panels aligned 90
o
 to the road (vertical direc-

tion) on an automobile would generate about only one third 

of their capable power, and about 45% to 65% of those 

placed horizontally. They also noted that the feasibility of 

these panel orientations is questionable. Such studies are 

beneficial as they look at aspects such as weight, aerody-

namics, optimal solar tilt angle, power generation and ener-

gy storage. Investigating the design of solar hybrids is im-

portant as it allows many problems to be uncovered prior to 
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attempting the build and full-scale production of a commuter 

vehicle powered solely by a PV system. By adopting tech-

nologies such as multi-junction panels with efficiencies of 

nearly 35% could eventually result in an all-solar powered 

car [14]. 

 

Solar-powered Personal Commuter 

Vehicle 
  

Positioning a solar array to minimize AOI and reduce re-

flectance results in better utilization of the available solar 

irradiance. A majority of PV technology is used for generat-

ing electricity for buildings and houses. These applications 

tend to rely on either fixed or tracking systems; the former is 

generally set between 20
o
 and 30

o
 of AOI (depending on 

latitude), while the later follows the sun and uses the most 

efficient AOI to maximize the conversion of direct spectral 

irradiance. Such knowledge can be applied to other technical 

areas such as automobiles by choosing angles that will re-

flect the best efficiencies for specific geographic locations. 

 

Little research has trained on creating a solar-powered 

personal commuter vehicle, however. Every day, people 

commute to work; once they arrive, they proceed with their 

car parked outside. Given a parking area exposed to the sun, 

the commuter vehicleôs PV cells could charge a set of batter-

ies over the course of the day while sitting outside, and may 

collect enough electricity for its owner to commute to and 

from work. Once home, the automobile would then be 

hooked into either a standard 110V or 240V outlet to trickle 

charge during the night. This would ensure the user with 

enough electrical power in the batteries to commute back to 

work, thus restarting the cycle. With the shape of the car 

being curved instead of flat, as discussed previously, it 

would provide the driver more comfort and cargo space. 

With a proper design, such a vehicle may be able to offer a 

practical application for commutes up to a 30-mile round 

trip. 

 

In addition to weather pattern and AOI, another factor that 

would affect a vehicleôs solar harvest capability is parking 

orientation. Once arriving at work, the driver will face a 

multitude of parking options, and must make a choice as to 

the most efficient parking orientation (which way the front, 

rear, or side of the car will face). The user could be parking 

in a North/South orientation, an East/West orientation, or 

anything in between. Each of these orientations will offer 

users differing amounts of solar radiation over the course of 

their 8-hour workday, with the East/West and North/South 

orientations representing the potential extremes. The com-

muter, however, may have few parking options from time to 

time due to parking-lot configuration or space availability. 

This could result in a parking orientation that is less than 

optimal for overall solar-power generation. 

 

To better understand the proposed vehicle profile and its 

performance of solar-energy harvest under various parking 

orientations and weather conditions, this study investigated 

the total amount of electricity collected by two different ve-

hicle profiles, namely flat and curved profiles. Based on the 

previous discussion, the dependent and independent varia-

bles used in the study were identified. Independent variables 

included vehicle profile (flat or curved), parking orientation 

(North/South or East/West), peak solar irradiance, and daily 

high temperature; data for the latter two independent varia-

bles was retrieved from online public records. The depend-

ent variable was actual energy collected in watt-hours. Each 

profileôs daily output in wattage was compared on a daily 

basis, and the total energy collected was the area under the 

power or wattage curve. The hypotheses of this research are 

listed as below: 

 

H1: During an 8-hour interval, there is a significant differ-

ence in the amount of total daily power produced by the 

curved and flat profiles. 

H2: During an 8-hour interval, there is a significant differ-

ence in the amount of total daily power produced be-

tween curved profiles parked in East/West and in 

North/South orientations. 

H3: During an 8-hour interval, there is a significant differ-

ence in the amount of total daily power produced be-

tween flat profiles parked in East/West and in 

North/South orientations.  

H4: During an 8-hour interval, there is a significant differ-

ence in the amount of total daily power produced by the 

solar profiles between different weather patterns. 

 

Experimental Design 
 

This study looked at a scaled-down version of this possi-

ble solar commuter vehicleôs profile. While not using as 

many angles as the envisioned vehicle, it examined the dif-

ference between a flat and curved profile of equal surface 

area. Each profile consisted of five equal-sized solar panels. 

Shown in Figure 3, the flat profi le was built to position the 

PV panel in parallel with the earthôs surface. The curved 

profile was made up of 5 sections. Four of the sections were 

tilted 15
o
, 30

o
, -30

o
 and -15

o
, with respect to ground, while 

the fifth section was at a zero-degree orientation, much like 

the flat profile. The combination of panel tilt angle and cor-

responding area coverage percentage (in this case 20% for 

each tilt angle) could be used to describe the potential profile 

of a solar commuter vehicle. To simplify this study, the fo-

cus was on those profiles that were symmetrically flat or 

curved.  
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Figure 3. Flat (top) and curved profiles with five solar panels 

wired in series 

  

In addition to examining the energy collection pattern of 

different profiles, this experiment also investigated whether 

parking orientation or weather patterns would change the 

amount of electricity harvested by specific vehicle profiles. 

The specific curved profile chosen could provide a good 

baseline for future investigations for several reasons: It 

could still effectively handle changes in irradiance through 

the day (and utilizing peak irradiance at midday); it resem-

bled a realistic design for a personal commuter vehicle; and 

it was significantly different from the control (the flat pro-

file). Based on the findings from this profile, future design-

ers can decide whether to increase or decrease the tilt angles, 

change the percent coverage of certain angles, or revert back 

to a flat design. 

 
Table 1. 2-way factorial design showing four treatments 

East-West North-South

Curved Power/Day Power/Day

Flat Power/Day Power/Day

Parking Orientation
Profile

 
 

A two-way factorial design, shown in Table 1, was used 

to assess two different profiles at two different parking ori-

entations. For the purposes of this study, the profiles acted as 

fixed arrays while they are exposed to daily sunlight. The 

North/South and East/West orientations represent the ex-

treme possible parking scenarios. An East/West orientation 

was exposed to sunlight through the course of the day with 

an unfavorable AOI. Being oriented in a North/South orien-

tation allowed for an optimal AOI for the part of the curved 

profile facing south. The other half faced north and had to 

rely on midday solar radiation as well as diffuse radiation. 

 

An additional copy of each profile was used, resulting in a 

replicate for each treatment. This was done so that both the 

curved and flat profiles were facing both orientations during 

each blocking period resulting in a complete randomized 

block. There were four total structures (two flat and two 

curved), which were randomly assigned to either of the ori-

entations. A complete randomized block was used (see Table 

2), which assigns two profiles to the North/South orientation 

and two to the East/West orientation. Each orientation had to 

have both a curved and a flat profile when testing during 

each two-day time interval. In other words, there cannot be 

three profiles facing one direction and one profile facing the 

other. Such an arrangement of the profiles was tested for two 

consecutive days to account for day-to-day changes in 

weather.  

 
Table 2. Assignment of profiles to East/West (EW) or 

North/South (NS) over the two-day intervals (blocks).  Each 

profile is randomly assigned to be profile one or two 

Curved 1 EW NS EW NS

Flat 1 EW NS EW NS

Curved 2 NS EW NS EW

Flat 2 NS EW NS EW

Days 7-8 

(Block 4)
Profile

Days 1-2 

(Block 1)

Days 3-4 

(Block 2)

Days 5-6 

(Block 3)

 
 

These directions were chosen to represent the extreme 

cases of a potential parking situation. With each of the pro-

files being fixed in one of the orientations for a two-day in-

terval, they simulated many fixed-plate collectors. A fixed 

array that is aligned in a North/South/south direction has 

access to the highest yearly average solar irradiation in the 

Northern hemisphere. This is due to that fact that during the 

winter months when the sun is lowest on the southern hori-

zon it is more beneficial to be facing south. An East/West 

orientation is exposed to a different quantity of solar irradia-

tion. Initially, the flat profiles were randomly assigned to 

one of the two orientations. By default, the curved profiles 

were placed in the alternate direction. During each day of the 

two-day interval, measurements of power were taken with 

the data logger that was connected to and powered by a lap-

top computer. Following this two-day interval, the profile 

orientations were reassigned and the same measurements 

were taken over the same two-day period. 

 

Shown in Figure 4, each of the four profiles had five total 

solar modules, and the five different sections were wired in 

series. Sized in 50x16.5x3 cm
3
, the amorphous solar panels 

used in this experiment could operate between -40° and 
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176°F and had a maximum output of 1.8W. All entry points 

were sealed using clear silicon to prevent moisture. The PV 

panel-holding structures were constructed in 2x2 and 2x3 

Douglas fir. The series wiring of these solar panel resulted in 

each of the profiles having a maximum voltage rating of 80 

volts (16V x 5) and a maximum current rating of 125mA. It 

must be pointed out that while each panel was rated for 12V, 

they actually produced between 13V and 16V, depending on 

the amount of solar irradiation available and the temperature. 

 

Solar Panel x 5; 80 Volts max

Fuse 2

1A

100 mV, 1A

DC Shunt

Fuse 1

1A

R2 40 KW

R1 140 KW

R3 Adjustable 

50W 1 KW

DATA LOGGER

A
I0

1

G
N

D

F
I0

1

G
N

D

 
Figure 4. Schematic diagram for the measurement system 

 

Measurement of both current and voltage was accom-

plished with the use of a Labjack data logger and a Dell lap-

top. The laptop used the software provided by Labjack 

called DAQ Factory to record both the current and voltage. 

The data logger is comprised of 16 channels. Four of these 

channels are high voltage channels (0 ï 20V) and were used 

for measuring the maximum 80V generated by each profile. 

Because these channels can only handle a maximum of 20V, 

a voltage divider circuit was used to reduce the voltage en-

tering each channel. The voltage was reduced from the 80V 

generated by each profile to below the 20V maximum speci-

fied on the data loggerôs channel. This did not, however, 

have an effect on the readings generated by the data logger; 

it only changed the scaling of what was entering each chan-

nel to avoid component failure. 

 

Four of the remaining twelve low-voltage channels (0 - 

2.5V) were dedicated to measuring current. This was done 

by the use of an electrical shunt. The shunt (a very precise 

resistor) was wired in series with each profile before it 

reached the data logger. The data logger then received a 

voltage reading based on the voltage drop across the shunt 

and recorded it on the laptop. The voltage reading was then 

converted into a current reading and corresponding energy 

collection was calculated in watt-hours. Both the data logger 

and computer were housed in a sealed plastic box to protect 

them from weather. Four of these circuits were constructed, 

one for each profile. Attribute measurements showed these 

four circuits performed very similarly with the largest differ-

ence of less than 0.5%. Thus, no variation was associated 

with the measurement circuit. 

 

The observatory at La Lomita Ranch (35.24, -120.62) was 

used for testing. This site was chosen because it has access 

to power, which is necessary for running the laptop comput-

er and data logger. It also provides exposure to sunlight dur-

ing the 8am ï 5pm testing period. The experiment was con-

ducted from April 14 to May 7, 2009. Each day after testing 

was complete, the computer was shut down and the compo-

nents were covered with a tarp until the next day. In the 

mornings, all of the materials were once again uncovered for 

data collection. 

 

The four profiles at the two orientations were analyzed us-

ing a two-way factorial design, as presented in Table 1. The 

statistical method of blocking was used to account for poten-

tial variations in weather during each of the two-day testing 

intervals. Both peak solar irradiation and daily high tempera-

ture were used as covariates in the analysis. Each block con-

sisted of each of the possible treatments. Both variables were 

recorded and could be used as covariates in the analyses if 

they were deemed significant. 

 

An 8-day pilot study was done prior to the primary exper-

iment. The purpose of this study was necessary for two rea-

sons: To find out any unforeseen problems, as well as to 

determine the sample size needed to make the analysis statis-

tically powerful. It examined the following potential prob-

lems: Robustness of the solar panels, the measurement cir-

cuits, the laptopôs ability to record measurements, the data 

recording software and functionality of the wooden struc-

tures. This pilot study also provided enough data to do an 

initial analysis of the first 8 days in Minitab. A significance 

level of 5% was chosen in the analysis. With the results from 

the pilot study, issues such as voltage and current measure-

ment as well as equipment resolution were fixed by modify-

ing the measurement system.  

 

With these issues fixed, the primary experiment proceed-

ed for sixteen days. Data from the 16 days was then ana-

lyzed. Based on the data, it was clear that the sample size 

was large enough, because the independent variables were 

indeed significant at the 5% significant level. An indicator of 

insufficient sample size would have been that the majority of 
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independent variables were insignificant. Because this was 

not the case, a power analysis was not necessary. 

 

Prior to analysis, the raw data had to be converted into us-

able numbers for two reasons: (1) A voltage-divider circuit 

was used and (2) the data was collected solely in voltage. To 

get the correct current reading, the equation ((raw voltage 

number ï 0.4)*10)/201 was used. The amplifierôs default 

offset quantity was 0.4. The multiplication of 10 was done 

based on the 1ïamp, 100mV rating of the shunt. The gain 

factor of the LJ Tick Amplifiers was 201. The voltage num-

bers were converted based on the voltage-divider ratio of 

0.222 (e.g. 40/180) between the true number of volts and the 

reading on the computer. Total energy collection can be rep-

resented in watt-hours, which was the area under the power 

curve. 

 

Results and Discussion 
 

Figure 5 illustrates examples of the typical energy collec-

tion patterns of the profiles studied during the test period. 

The vertical axis represents the power in watts for a specific 

time period between 8am and 5pm. Day 4 depicts complete-

ly sunny conditions. This graph is very smooth, with each of 

the profiles exhibiting unique power generation sequences 

over the course of an 8-hour exposure. Day 5 exhibits a dif-

ferent scenario. The early morning shows a very undulated 

and uneven pattern, which was a result of morning clouds 

ultimately burning off leaving sunny conditions. When com-

pared with Day 4ôs result, it is obvious that there was much 

less solar irradiation available on Day 5. Finally, Day 6 of-

fers the most unique power-generation sequences. Day 6 is 

graphed on the same scale as previous days, which high-

lights how much less total daily power was generated. This 

entire day was cloudy and only offered roughly a third of the 

total solar irradiation of a completely sunny day. 

 

The main effects and interactions between independent 

variables were determined by examining group means of 

different treatments. Table 3 indicates that there were main 

effects of profile, orientation, and set toward the daily power 

collection. During the 16-day experiment, flat profiles on 

average collected more energy than curved profiles. In the 

mean time, profiles parked in North/South orientation on 

average collected more energy than profiles parked in 

East/West orientation. Finally, set 2 on average collected 

more energy than set 1.  
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Figure 5. Graphs of time vs. power from days 4, 5, and 6. Solar 

irradiation was 974, 835, and 346 watts/m2 respectively, and the 

high temperature was 72.5, 70.0, and 60.1 ̄F respectively 
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Table 3. Group means of power (Watts) collected per day: 

Main effects of Profile, Parking Orientation, and Set 

EW NS

Curved 1891.74 2088.98 1990.36

Flat 2606.23 2624.02 2615.12

Group Average 2248.99 2356.50

1 2

Curved 1999.58 1981.15 1990.36

Flat 2547.11 2683.14 2615.12

Group Average 2273.34 2332.15

Group 

Average

Group 

Average

Set
Profile

Profile
Parking Orientation

 
 

Figure 6 illustrates the interaction between profile and ori-

entation, and between profile and set. In examining the pro-

file*orientation plot, it is clear that there was a difference in 

total daily power generation between curved profiles parked 

in East/West and curved profiles parked in North/South ori-

entations. There was much less difference between the total 

daily energy generated by flat profiles parked in either orien-

tation. In both orientations, flat profiles generated more total 

daily energy than curved profiles. As seen in the Profile*Set 

interaction plot, there was a difference in the amount of total 

daily energy collected between different profiles within both 

set 1 and set 2. Profiles in set 1, however, had much less 

difference in daily energy collection than profiles in set 2.   
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Figure 6. Interaction between Profile and Orientation (top) and 

interaction between Profile and Set 

To determine the significance of main effects and interac-

tion between independent variables, experimental data was 

analyzed in a two-way ANOVA, shown in Table 4. Accord-

ing to the comparative statistical results, at the 5% signifi-

cance level the main effects profile, orientation, and day all 

have significant main effects on total power collection. Nev-

ertheless, there was no significant main effect of the set (e.g. 

curved 1/flat 1 vs. curved 2/flat 2) on the daily total energy 

collection at the 5% level. At the 5% significance level, both 

interactions, profile*orientation and profile*set, significantly 

affected the daily total energy generation. According to the 

r-squared adjusted, 94.59% of the variation in the total pow-

er output could be explained by the profile, orientation and 

day. This shows a good linear relationship between the de-

pendent and independent variables used in the study. 

 

Further analysis was done using Tukey pairwise compari-

sons to minimize both Type I and Type II errors. The fol-

lowing outlines the results from the study:   

 
Table 4. ANOVA General Linear Model results for 16 full days 

of testing. Daily total power outputs were used in the analysis, 

which did not look at individual time intervals dur ing the day 

Source

Degrees 

of 

freedom

Type III 

sum of 

squares

Mean 

square F Value p  Value

Profile 1 6245245 6245245 279.81 0.000

Orientation 1 184931 184931 8.29 0.006

Profile*Orientation 1 128818 128818 5.77 0.021

Set 1 55328 55328 2.48 0.123

Profile*Set 1 95436 95436 4.28 0.045

Day 15 18312885 1220859 54.7 0.000

Error 43 959734 22319  
 

Å When looking at all pairwise comparisons among levels of 

profile, a level of 95% confidence can be used to state that 

flat profiles produce between 549.4 and 700.1 more watts 

per day than the curved profiles.  

 

Å When looking at all pairwise comparisons among levels of 

orientation, a level of 95% confidence can be used to state 

that a North/South orientation produces between 32.2 and 

182.8 more watts per day than an East/West orientation. 

 

The interaction between profile and orientation was also 

analyzed using Tukey pairwise comparisons:  

 

Å When looking at all pairwise comparisons among levels of 

profile*orientation, a level of 95% confidence can be used 

to state that a curved profile in a North/South orientation 

produces between 56.1 and 338.4 more watts per day than 

an curved profile in an East/West orientation.  

 

Å When looking at all pairwise comparisons among levels of 

profile*orientation, a level of 95% confidence can be used 
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to state that a flat profile in an East/West orientation pro-

duces between 573.3 and 855.7 more watts per day than 

an curved profile in an East/West orientation.  

 

Å When looking at all pairwise comparisons among levels of 

profile*orientation, a level of 95% confidence can be used 

to state that a flat profile in a North/South orientation pro-

duces between 591.1 and 873.5 more watts per day than 

an curved profile in an East/West orientation. 

 

Å When looking at all pairwise comparisons among levels of 

profile*orientation, a level of 95% confidence can be used 

to state that a flat profile in an East/West orientation pro-

duces between 376.1 and 658.4 more watts per day than 

an curved profile in a North/South orientation. 

  

Å When looking at all pairwise comparisons among levels of 

profile*orientation, a level of 95% confidence can be used 

to state that a flat profile in a North/South orientation pro-

duces between 393.9 and 676.2 more watts per day than 

an curved profile in a North/South orientation. 

   

Å Finally, there is no significant difference between in the 

total power generated by flat profile in an East/West orien-

tation, or flat profile in a North/South orientation. 

 

The test of hypotheses is discussed in the following: 

 

H1: During an 8-hour interval, there is a significant differ-

ence in the amount of total daily power produced by the 

curved and flat profiles. 

a. Ho: mcurved = mflat   

 Ha: mcurved ¸ mflat  

b. At the 5% significance level, Ho is rejected and, there-

fore, the profile shape is associated with a significant 

difference in the amount of total daily power produced. 

 

H2: During an 8-hour interval, there is a significant differ-

ence in the amount of total daily power produced be-

tween curved profiles parked in East/West and in 

North/South orientations. 

a. Ho: meast/west = mnorth/south  

 Ha: meast/west ¸ mnorth/south 

b. At the 5% significance level, Ho is rejected and, there-

fore, the orientation is associated with significant dif-

ference in the amount of total daily power produced by 

the curved profile. 

 

H3: During an 8-hour interval, there is a significant differ-

ence in the amount of total daily power produced be-

tween flat profiles parked in East/West and in 

North/South orientations. 

a. Ho: meast/west = mnorth/south  

 Ha: meast/west ¸ mnorth/south 

b. At the 5% significance level, Ho is not rejected and, 

therefore, it is not fair to conclude that orientation im-

pacts significantly the amount of total daily power pro-

duced by the flat profile. 

 

H4: During an 8-hour interval, there is a significant differ-

ence in the amount of total daily power produced by the 

solar profiles between different weather patterns. 

a. Ho: mday = 0 

 Ha: mday  ̧0  
b. At the 5% significance level, Ho is rejected and, there-

fore, day is associated with a significant difference in 

the amount of total daily power produced  

 

Limitations and Implications 
 

Three major limitations of this study, namely weather pat-

tern, angle of incidence, and parking location, are discussed 

in this section. 

 

(1) The Change of Weather Pattern: There were many 

changes in weather during the experiment. While many of 

the days were sunny, there were a few days that started with 

early morning clouds. Since there were not many days that 

offered complete cloudiness over the course of 8 hours, def-

inite conclusions cannot be drawn on how well different 

profiles performed in completely cloudy conditions. It also 

implies that the application of this research is limited by its 

geographic location and the time of operation. In addition to 

the weather conditions that may change from time to time, 

the daily solar energy collection by vehicles deployed will 

be quite different because solar irradiation will be different 

at different latitudes and in different months of the year. 

 

While all components were sealed to prevent water de-

struction, they were not built to be waterproof. With the high 

cost of the materials, and a limited window of opportunity to 

complete the experiment, no data collection was done during 

rainy days; no conclusion can be drawn regarding the per-

formance of different profiles during rainy conditions. Ideal-

ly, both cloudy and rainy conditions should be tested more 

thoroughly before a specific profile of a solar commuter 

vehicle can be determined. 

 

(2) ñOptimalò Angle of Incidence (AOI): As indicated in this 

study, for these two specific profiles, a flat shape is more 

effective in daily energy collection than a curved shape. The 

idea that the curved profile will have the best AOI at all 

times during the day is valid, but only applies to certain pan-

els. As this study shows, the flat profiles still collected more 

power during the morning and evening hours. While having 

a less than optimal AOI during those two periods, the flat 

profile has the same light exposure on all of its panels. This 

appears to be superior in power generation to the curved 
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profile where just one, two, or even three out of the five 

panels experienced optimal AOI, and the others having little 

to no solar exposure at all. 

 

The curved profilesô weakness is visible during the middle 

of the day when peak solar irradiation is available. This is an 

important window of time that needs to be maximized to 

improve total daily power generation. With a proper tilt an-

gle, the flat profile is able to fully utilize this time frame, 

making the curved profile inferior in power generation. It 

was the thinking that the curved profile could possibly make 

up for this inferiority during peak solar irradiation by max-

imizing morning and afternoon sunlight, as well as the direct 

and diffuse components of the solar irradiation during the 

course of a day. The finding of this study, however, was not 

able to confirm such thought. 

 

(3) Parking Location: Parking the vehicle also becomes a 

critical element in determining the best profile. In order to 

collect solar energy, the proposed vehicle must be parked in 

a location that is directly exposed to the sun. In urban areas 

where such personal commuter vehicles might be deployed, 

parking structures usually do not provide large uncovered 

parking lots, not to mention that the shadow of nearby build-

ings could block the direct sunlight. Some may argue that 

commuters in such urban areas would take public transporta-

tion instead, but the low probability of always being able to 

park under the sun is a substantial limitation.   

 

As the data shows, orientation has a significant impact on 

the curved profileôs total daily power generation, with the 

extreme of North/South providing the best energy collection. 

While the flat profile did not exhibit any significant differ-

ence when parked in the two different extreme orientations, 

it is also known that avoiding a flat design is crucial to 

providing the comfort and cargo space sought after in a 

commuter vehicle. It appears that the ultimate solution lies 

somewhere between the two. Nevertheless, worrying about 

parking orientation is likely to be the last thing a daily com-

muter wants to be concerned with. Traffic and simply find-

ing a parking spot are likely to be more serious concerns, 

especially in a highly-populated area. Thus, reducing the 

parking orientationôs impact on the vehicleôs ability to col-

lect power should be seriously considered. 

 

Conclusions and Future Research 
 

While this specific combination of varying angles and 

coverage was not as efficient as one would have hoped, it 

has provided valuable insight as to the effects of creating a 

more curved profile shape. As stated previously, the half-egg 

shape is just one of the many combinations of angles and 

percent coverage possible. For this specific research, such a 

combination proved to be inferior to the flat shape that en-

trants into the solar car race strive for. Its inferiority does not 

mean a future solar commuter vehicle is unattainable. What 

it does suggest is that when increasing the tilt angle to allow 

for a more spacious commuter vehicle, the designer is sacri-

ficing the vehicleôs ability to generate power while it is 

parked. In recognizing this fact, the designer must try to 

maximize the flat area on the commuter vehicle that can be 

parallel with the earth. 

 

Because of the restrictions on design, building an aestheti-

cally pleasing solar commuter vehicle will be a challenge. 

While future research should investigate designs with solar 

panel tilt angles and percent coverage that fall in-between 

the two tested in this study, the designers should also con-

sider other options to reduce the impact of AOI. Aside from 

changing the quantity of different angles used, the researcher 

should also consider changing the percent coverage of vary-

ing angles. This study used a symmetrically-shaped curved 

profile in an attempt to track the sun. Such a methodology 

did not prove as beneficial as one would have hoped. Be-

cause of this, future research should look at creating asym-

metrical designs to test their effectiveness. While it may not 

address issues such as parking location or weather pattern, it 

could increase the overall energy collection making it a 

worthwhile tradeoff. 

 

While future research should investigate designs with an-

gles and percent coverage that fall in-between the two tested 

in this study, researchers should also consider other options 

for minimizing the effects of AOI. Using modular arrays or 

hidden panels that are deployed only during parking should 

not be ruled out. Such a design could allow for an aestheti-

cally pleasing appearance while still being able to maintain 

high levels of power generation. Designers should keep in 

mind that focusing on functionality is the most important 

aspect to the success of such a vehicle. Building the ultimate 

solar commuter vehicle will require that the designer care-

fully balance the efficiency of the solar array, the comfort of 

the operator, as well as the safety of the vehicle on the road. 

The proper combination does exist and can only be exposed 

with further research. 
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CELLULAR AUTOMATA AND STATE SPACE 

REPRESENTATION APPLIED TO URBAN LAND-USE  

MODELING : NORFOLK  
 

Thongchai Phairoh, Virginia State University; Ayodeji Demuren, Old Dominion University; Keith Williamson, Virginia State University 

 

 Abstract  
 

The combination of cellular automata (CA) and system 

dynamics were used to predict the evolution of individual 

components in urban growth. Feasibility was also considered 

for use in the study of industrial or commercial growth de-

velopment. Numerical simulations were performed using the 

city of Norfolk, Virginia, as a test case. The simulation re-

sults show that industrial activities are distributed around the 

railroad. 

 

Introduction 
 

Urban change is a complex spatial phenomenon controlled 

by many factors. The geographical conditions of area, socio-

economic status, infrastructure supply, demographic features 

and the potential of population growth, planning and zoning 

constraints, environmental protection regulations as well as 

group and individual behavior, all play a role in the process 

of urban development. The development of a predictive sci-

ence of urban structure has been characterized by a multi-

tude of approaches from a variety of disciplinary perspec-

tives. Different approaches are dependent on how to treat 

urban structure and urban change in terms of space and time. 

One interesting method is the use of cellular automata (CA).  

 

Cellular automata have two characteristics that make them 

inherently attractive for application to geographical prob-

lems. The first is that they are, as noted, intrinsically spatial; 

the second is that they can generate very complex forms by 

means of very simple rules. CA was combined with fuzzy 

logic control to predict urban growth [1]. Fuzzy logic control 

was used to calculate the development of each cell.  Calibra-

tion is a time-consuming process in CA. To overcome this, 

neural network was utilized with CA to reduce the time re-

quirement [2]. 

 

This study used the combination of CA and a linear state 

space model to predict the development of housing, industri-

al, and commercial activities in the area of interest. CA was 

used to find the transition possibility of the considered cell 

as functions of its own state and the state in neighborhood 

cells. The linear state space equation represents the dynam-

ics of each component in the area under consideration. 

Cellular Automata 
 

White and Engelen [3] used CA to predict the evolution of 

land-use development. The area was divided into small sub-

regions referred to as cells. Each sub-region had its own 

state, which could be changed by effects of its present state 

and those of neighborhood cells. For example, an area is 

divided into a rectilinear grid. The size may be varied from 

10 to 500 meters. Smaller sizes have smaller error in state 

representation, but higher computational times would be 

required. Cell states most commonly represent land cover 

and land use, but they may also be used to represent any 

spatially-distributed variable. In keeping with the spirit of 

the simplicity of CA, applications most often adopt either 

the Von Neumann neighborhood (consisting of the four cells 

directly adjacent to the sides of the cell), or the Moore 

neighborhood (the eight adjacent cells), as shown in Figure 

1. 

 

The transition rules are the heart of CA. They represent 

the logic of the process which is being modeled and, thus, 

determine the resulting spatial dynamics. Since they are as 

varied as the processes they represent, it is difficult to gener-

alize them. They may be simple, as in the "Game of Life" or 

spatial voting models where a cell takes the state of the ma-

jority state in its neighborhood, or complex; in the limit the 

rule may consist of an entire sub-model. Rules developed to 

apply to neighborhoods with a large cell radius will typically 

represent local spatial processes that include a distance-

decay effect. For example, a rule relating the future land use 

of a cell to the actual land use within an eight-cell radius will 

represent the attraction and repulsion effects of the various 

land uses in the neighborhood, but with an attenuation of the 

effect of the more distant cells. In models of human systems, 

it is usually appropriate, or even necessary, to introduce a 

stochastic element into the transition process in order to cap-

ture the effects of imperfect information and differences 

among individuals. 

 

Again, noting the simplicity of CA, applications most of-

ten adopt spatial modeling. In CA models, time is normally 

discrete, with a simultaneous updating of all cell states after 

the rules have been applied to each cell using the current 

configuration. For many applications, the appropriate time 
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step is a matter of convenience; e.g., iterations representing 

1 year may be adequate in a model of land use change. 

 

Component Development 
 

The changing of each component in the urban model was 

considered in this study. As well, Markov chain and linear 

state space methods were utilized to predict the number of 

each component. Weng [4] used the first-order Markov 

chain to predict the land use in the Zhujiang Delta of China, 

and Lopez et. al., [5] used it to predict the land-use changes 

in Moelia City, Mexico. Aaviksoo [6] compared the first- 

and second-order Markov chain to predict the plant cover 

and land-use types. The changing of components in the cel-

lular-automata analysis is controlled by either Markov chain 

or linear state space systems.  

 

 
 Von Neumann Neighborhood           Moor Neighborhood 

Figure 1. Neighborhood Cell 

 
Urban growth is considered in its own state by how devel-

oped it is; i.e., is it urban, suburban, or rural? The factors of 

interest are: distance between any given cell and whether it 

is urban or suburban, a road, expressway or railroad; if there 

are neighborhood states; and, its agricultural suitability.  

 

Markov Chain 
 

Markov chains are stochastic processes that can be param-

eterized by empirically estimating transition probabilities 

between discrete states in the observed systems. For a Mar-

kov chain of the first order, the next state depends only on 

the present state. In a Markov chain of second or higher or-

der, the next state depends on the present state and one or 

more of the previous states. The first order transition matrix 

can be represented [4]; 
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The transition probabilities, ijp , of any state vary be-

tween 0 and 1. The summation of transition probabilities in a 

row equals 1.  

 

Linear State Space Model 
 

The evolution of various components in the city, e.g., 

housing, industrial, and commercial developments, are rep-

resented by the Lotka-Volterra model: 

 

ä+=
j

jiijiii xxgxkx#  

where 

 ix  = population i 

 ii xk  = the growth ability of population i 

iiii xxg  = environmental pressure or resource on 

population i 

 jiij xxg = the influence of population j on population i 

 ijg  = the properties of the influence are varied by time 

        ijg >  0 has promotional effects on population i, and if 

        ijg < 0 then the action is inhibited. 

 

For more applicability, the extended Lotka-Volterra model 

can be represented [7], [8] as 

 

ää ++=
k

kiik

j

jiijiii uxxxgxkx a#  

where 

ku represents a forcing function on the compartments 

 ika is coefficient varied by time 

  

The linearization model will be 
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where  
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iia is the growth ability of population i, environment pres-

sure or resource on population i, and the influence of popula-



 

 

 

 

CELLULAR AUTOMATA AND STATE SPACE REPRESENTATION APPLIED TO URBAN LAND-USE MODELING: NORFOLK               27 

                                                                            

tion j on population i; ija  is the influence of population j on 

population i; ijb  is depended on the population. 

 

As a discrete model, it can be written as 

 

)()()1( kGkFzkz u+=+  (2) 

  

The state will be number of housing, industrial, and com-

mercial units. This study used the Markov chain of Equation 

(1) and the extended Lotka-Voltera model from Equation (2) 

to control the population in the area under consideration. 

The state status of each cell was calculated using the CA. 

 

State Transition 
 

The next state of each cell was calculated using 

the transition potential [9];  
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where 
Pij  = the transition potential from state i to state j 

mkd  = the weighting parameters applied to cells in 

state k in distance zone d 

h  = the index of cells within a given distance zone 

Ihd = 1, if the state of cell h = k, otherwise Ihd = 0 
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jd   = the coefficient expressing the importance of 

accessibility for desirability of the cell for land 

use j 

D  = Euclidean distance from the cell to the nearest 

cell of the network. 

Hj =  inertia parameter, Hj  > 0 if  i =  j  

S  = a stochastic disturbance term 

 

1 ( ln )S Ra= + -  

where 10 <<R  uniform random variation, a is a param-

eter that allows control of the size of the stochastic perturba-

tion. 

 

The stochastic S has a highly skewed distribution so that 

most values are near unity, and much larger values occur 

only infrequently. Most of the potentials, Pij , are close to 

their unperturbed deterministic values; i.e., the transition 

parameters dominate the determination of the transition po-

tentials. As 1²ijP , every cell in the array has a nonzero 

chance of transition. In general, cells within the neighbor-

hood are weighted differently depending on their state and 

also on their distance from the reference cell, and the mkd 

may be specified to represent, for example, a standard nega-

tive exponential distance-decay relationship. Vacant cells do 

not receive a weight and, thus, do not contribute directly to 

the transition potential.  

 

At each iteration, sufficient cells are converted to each use 

so that the net increase in the number of cells in each non-

vacant state is equal to the exogenously specified increase, 

Ni (i = H, I, C). The cells converted to each state are those 

with the highest potentials for that state. To begin with 

commerce, the Nc cells with the highest potentials for com-

merce are identified. If some of these cells are also in the 

lists of the cells with the highest potentials for industry or 

housing, then those cells will change to commercial. If for 

industry, some of the cells are also in the lists of the cells 

with the highest potentials for housing, then those cells will 

change to industrial. 

 

Numerical Simulations 
 

The city of Norfolk was the test case for the study. The 

aerial photo is divided into a 10062³ square grid. The rail-

road, road, bridge and river are mapped in the grid, as shown 

in Figure 2. The transition weighting parameters are the 

same as those found by White et. al., [9].  The simulations 

were performed using MATLAB. 

 

 
Figure 2. Railroad, Road, Bridge, and River 
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Figure 3. Initial Condition 

 

The first-order Markov chain transition matrix is  
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The results of these simulations are the same as for the 

linear system representation. 

 

 
Figure 4. 20th Iterations 

 

 
Figure 5. 50th Iterations 

 
For the linear system representation, the linear system 

parameters are 
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Numerical simulation results are shown in the Figures 3-7. 

Figure 3 is the initial condition for simulation. Figures 4, 5, 

and 6 show the distribution of housing, industrial, and com-

mercial sites at the 20
th
, 50

th
, and 100

th
 iteration, respective-

ly. One iteration represents a one-year change of the com-

partment. Figure 8 shows the number of each compartmentôs 

history. 

 
Figure 6. 100th Iterations 

 

Vacant 
 

 

Road, 
River, 

rail road 

 
Commercial 

 

 

 

 

Industrial 

 

 

Housing 



 

 

 

 

CELLULAR AUTOMATA AND STATE SPACE REPRESENTATION APPLIED TO URBAN LAND-USE MODELING: NORFOLK               29 

                                                                            

 
Figure 7. Simulation time history of number of housing, indus-

trial and commercial 

 

Conclusions 
 

Urban land-use dynamics can be divided into two parts: 

cell state change, which is dependent on neighborhood cells, 

and the total land use of each compartment. The linear state 

space model is more flexible to use than the Markov chain 

model for the prediction of the past growth data. For linear 

state model representation, it is easy to change the new equi-

librium of the state of each compartment. In this study, cel-

lular automata were used to predict the area of each cell and 

state space to represent the number of each compartment at 

each point in time. When it becomes necessary to change the 

equilibrium points, the state space equation is easier to ma-

nipulate than the Markov chain. If more accurate predictions 

are needed, the identification should be done to find parame-

ters used in the CA and state space equations. 
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AUTOMATIC FACIAL EXPRESSION RECOGNITION  

USING 3D FACES 
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Abstract  
 

Automatic facial expression recognition has gained much 

attention during the last decade because of its potential ap-

plication in areas such as more engaging human-computer 

interfaces. Automatic facial expression recognition is a sub-

area of face analysis research that is based heavily on meth-

ods of computer vision, machine learning, and image pro-

cessing. Many efforts either to create a novel or to improve 

existing face expression recognition systems are, thus, in-

spired by advances in these related fields. This study ex-

plored the automatic recognition of facial expressions using 

3D range images. In this paper, the development of an algo-

rithm designed to distinguish between neutral and smiling 

faces is outlined, along with a summary of its experimental 

verification with a database containing 30 subjects, who 

posed for both neutral and smiling expressions. As a com-

parison with 2D facial expression recognition, a PCA algo-

rithm was used to exact features from 2D images to be used 

for expression recognition. Results show that 3D facial ex-

pression recognition outperforms 2D ones.  

 

Introduction 
 

In human-to-human dialogue, the articulation and percep-

tion of facial expressions form a communication channel 

that is supplementary to voice and which carries crucial in-

formation about the mental, emotional and even physical 

states of the conversation partners [1]. As a basic mode of 

nonverbal communication among people, the facial expres-

sion of another person is often the basis by which we form 

significant opinions on such characteristics as friendliness, 

trustworthiness and status. Facial expressions convey infor-

mation about emotion, mood and ideas.  

 

Ekman and Friesen [2] proposed six primary emotions. 

Each emotion possesses a distinctive content together with a 

unique facial expression. These prototypical emotional dis-

plays are also referred to as basic emotions. They seem to be 

universal across human ethnicities and cultures. These six 

emotions are happiness, sadness, fear, disgust, surprise and 

anger. Together with the neutral expression, these seven 

expressions also form the basic prototypical facial expres-

sions.  

 

Facial expressions are generated by contractions of facial 

muscles, which result in temporally deformed facial features 

such as eyelids, eyebrows, nose, lips and skin textures, often 

revealed by wrinkles and bulges. Typical changes of muscu-

lar activities for spontaneous expressions are brief, usually 

between 250ms and 5s. Three stages have been defined for 

each expression: onset (attack), apex (sustain) and offset 

(relaxation). In contrast to these spontaneous expressions, 

posed or deliberate expressions can be found very common-

ly in social interactions. These expressions typically last 

longer than spontaneous expressions.  

 

Automatic facial expression recognition has gained more 

and more attention recently. Face expression recognition 

deals with the classification of facial motion and facial fea-

ture deformation into abstract classes that are purely based 

on visual information [3]. It has various potential applica-

tions in improved intelligence for human-computer interfac-

es, image compression and synthetic face animation. Auto-

matic face recognition can be used to build an intelligent 

tutoring system [4]. Facial expression recognition can also 

be used to detect drowsiness of a driver to prevent car acci-

dents [5]. 

 

Currently, all existing face expression analysis and recog-

nition systems rely primarily on static images or dynamic 

videos. A number of techniques were successfully developed 

using 2D static images or video sequences, including ma-

chine vision techniques [6-8]. Although some systems have 

been successful, performance degradation remains when 

handling expressions with large head rotation, subtle skin 

movement, and/or lighting change with varying postures [9]. 

Recently, with the development of 3D imaging technology, 

fast and cheap 3D scanners became available. 3D scans do 

not have the inherent problems cited above for 2D images. 

Therefore, the extraction of features from the faces is ex-

pected to be more robust, which will make the final expres-

sion recognition more reliable. In this study, 3D range imag-

es were used to assess the practicability of 3D facial expres-

sion recognition.  

 

Also in this study, one specific facial expression, social 

smile, was used to test a 3D expression recognition system. 

In our experiment, the authors sought to recognize social 

smiles, which were posed by each subject, in their apex pe-

riod. Smiling is the easiest of all expressions to find in pho-

tographs and is readily produced by people on demand. 3D 

range images were used for smiling recognition. In order to 

compare 3D facial expression recognition with 2D facial 
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expression recognition, a 2D facial recognition algorithm 

was also employed for the database.   

 

Data Acquisition and Processing  
 

For purposes of this study, a database including images 

from 30 subjects was built. In this database were included 

smiling faces, as well as neutral faces from the same sub-

jects. Each subject participated in two data-acquisition ses-

sions, which took place on two different days. In each ses-

sion, two 3D scans were acquired; one, a neutral expression, 

the other a happy (smiling) expression. At the same time, 2D 

images were also obtained from the same subjects. The 3D 

scanner used was a Fastscan 3D scanner from Polhemus Inc. 

[10]. The accuracy of this scanner is specified as 1mm. The 

resulting database contained 60 3D neutral scans and 60 3D 

smiling scans for the 30 subjects. There are also correspond-

ing 2D images for each 3D scan. Figure 1 shows an example 

of the 3D scans obtained using this scanner. 

 

 
Figure 1. 3D Face Surface Acquired by the 3D Scanner 

 

In 3D facial expression recognition, registration is a key 

pre-processing step. In this experiment, a method based on 

the symmetric property of the face was used to register the 

face image. In converting the 3D scan from a triangulated 

mesh format to a range image with a sampling interval of 

2.5mm, trilinear interpolation was used [11]. Unavoidably, 

the scanning process will result in face surfaces containing 

unwanted holes, especially in the area covered by dark hair, 

such as the eyebrows. To circumvent this problem, the cubic 

spline interpolation method was used to patch the holes [11]. 

An example of the resulting 3D range image is shown in 

Figure 2. 

 

 
Figure 2. Mesh Plot of the Converted Range Image 

 

 

 
       

Figure 3. Illustration of the Features of a Smiling Face 

 

Feature Extraction and Classification 
 

The smile is generated by the contraction of the Zygomat-

ic Major muscle. The Zygomatic Major originates in the 

cheek bone (Zygomatic arch) and ends near the corner of the 

mouth. This muscle lifts the corner of the mouth obliquely 

upwards and laterally, producing a characteristic ñsmiling 

expressionò. So the most distinctive features associated with 

a smile are the bulge of the cheek muscle and the uplift of 

the corner of the mouth, as can be seen in Figure 3. The line 

on the face generated by a smiling expression is called the 

nasal labial fold, or smile line. 

 

The following steps are followed to extract the features for 

the smiling expression from a 3D range facial image: 

 

¶ An algorithm is developed to obtain the coordinates of 

five characteristic points (A, B, C, D and E) in the face 

range image, as shown in Figure 3. A and D are at the 

extreme points of the base of the nose. B and E are the 
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points defined by the corners of the mouth. C is in the 

middle of the lower lip.    

¶ The first feature is the width of the mouth, BE, normal-

ized by the length of AD. Obviously, while smiling the 

mouth becomes wider. The first feature is represented 

by mw. 

¶ The second feature is the depth of the mouth (the dif-

ference between the Z coordinates of points BC and 

EC) normalized by the height of the nose to capture the 

fact that the smiling expression pulls back the mouth. 

This second feature is represented by md. 

¶ The third feature is the uplift of the corner of the 

mouth, compared with the middle of the lower lip, d1 

and d2, as shown in the Figure 1, normalized by the 

difference of the Y coordinates of points AB and DE, 

respectively, and represented by lc. 

¶ The fourth feature is the angle of AB and DE with the 

central vertical profile, represented by ag.  

¶ The last two features are extracted from the semicircu-

lar areas, which are defined by using AB and DE as di-

ameters. The histograms of the range (Z coordinates) 

of all the points within these two semicircles are calcu-

lated.   

 

Figure 4 shows the histograms for the smiling face and the 

neutral face of the subject shown in Figure 3. 

                        
Figure 4. Histogram of range of cheeks for neutral and smiling 

face 
 

The two figures in the first row are the histograms of the 

range values for the left cheek and right cheek of the neutral 

face image; the two figures in the second row are the histo-

grams of the range values for the left cheek and right cheek 

of the smiling face image. 

 

 From the above figures, one can see that the range histo-

grams of the neutral and smiling expressions are different. 

The smiling face tends to have large values at the high end 

of the histogram due to the bulge of the cheek muscle. On 

the other hand, a neutral face has large values at the low end 

of the histogram distribution. Therefore, two features can be 

obtained from the histograms: One is called the óhistogram 

ratioô, represented by hr, the other is called the óhistogram 

maximumô, represented by hm. 
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  ihm=  arg{max( ( )}i h i=          (2)                                           

 

In summary, six featuresðmw, md, lc, ag, hr and hmðare 

extracted from each face for the purpose of expression 

recognition. After the features have been extracted, this be-

comes a general classification problem. Two pattern-

classification methods are applied to recognize the expres-

sion of the incoming faces. 

 

1. Linear discriminant classifier: (Linear Discriminant 

Analysis-LDA)  

 

LDA tries to find the subspace that best discriminates dif-

ferent classes by maximizing the between-class scatter ma-

trix, bS , while minimizing the within-class scatter matrix, 

wS  , in the projective subspace. wS  and bS  , are defined as 

follows,  
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where im  is the mean vector for the individual class, in  is 

the number of samples in class iX , m  is the mean vector 

of all the samples and L  is the number of classes. 

The LDA subspace is spanned by a set of vectors, W, satis-

fying  
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2. Support Vector Machine (SVM): 

 

Support vector machine is a relatively new technology for 

classification. It relies on preprocessing the data to represent 

patterns in a high dimension, typically much higher than the 

original feature space. With an appropriate nonlinear map-

ping to a sufficiently high dimension, data from two catego-

ries can always be separated by a hyperplane [12]. In this 

study, the LIBSVM program package [13] was used to im-

plement the support vector machine. 
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In order to compare the 3D facial expression algorithm 

with the 2D facial expression algorithm, the corresponding 

2D images were used for expression recognition. First, 2D 

images were cropped to just keep the face part, eliminating 

the hair and other artifacts in the 2D image. Then, instead of 

extracting features from 2D images intuitively, as in 3D face 

expression recognition, Principal Component Analysis 

(PCA) was used to extract the ñfeatureò from 2D images 

[14]. 

 

PCA 
 

PCA seeks a projection that best represents the data in a 

least-square sense. In PCA, a set of vectors are computed 

from the eigenvectors of the sample covariance matrix, C, 
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wherem is the mean vector of the sample set. The eigen 

space, Y, is spanned by k eigenvectors  1 2, , , ku u u  , cor-

responding to the k largest eigen values of the covariance 

matrix, C.  
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The dimensionality of vector   is K (K<<M).  

 

These K Eigen values serve as the ñfeaturesò in 2D imag-

es. Then, the same LDA and SVM methods are used for 

facial expression recognition.  

 

Experiments and Results  
 

Because the size of the database was relatively small, the 

leave-one-out cross validation method was used to test the 

facial expression recognition algorithm. The images of 29 

subjects were used to train the classifier, which was used to 

recognize the expression of the one remaining subject. The 

results of recognition hits shown below are correct expres-

sion recognition (either neutral or smiling), divided by the 

total number of trials.  

 

Discussion and Conclusion  
 

From Figure 5, it can be seen that both classifiers (LDA & 

SVM) achieve very good facial expression recognition rates 

for 3D images; both being more than 90%. Otherwise, for 

2D images, the recognition for both classifiers is around 

80%. 3D images have achieved significantly better recogni-

tion rates than 2D images. This result is in line with the au-

thorsô assumption that because of the advantages of 3D im-

ages, a 3D facial expression recognition system should per-

form better than its 2D counterpart. 

 

 
Figure 5. Facial Expression Recognition Result 

 

It should also be noted that this experiment, as implement-

ed, pursues the recognition of ñabsolute facial expressionsò. 

This means that the recognition is being attempted without 

prior knowledge of the neutral facial expression of a subject. 

It is always more difficult to recognize absolute facial ex-

pressions, without referring to the neutral face of a given 

subject. In many real scenarios, the knowledge of the neutral 

expression of a subject could be incorporated and the algo-

rithm modified in order to achieve better performance.  
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