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Editor's Note:
Reflections on IAJC and the 2011 Joint
International Conference with ASEE

-
;i

Philip Weinsier, IJERI Manuscript Editor

As we in higher educatipand industry reflect back on layered umbrella consortium of academic journals, aenfe
the first decade in this new millennium, we realize that thences, organizations and individuals committed to advancing
sharing of ideas and resources is the best way for us to createdlence in all aspects of technoleggiated educatian
a better future for the next generation of students, faculty,
and researchers. In the competitivel dight global markets Conference Statistic#\ total of 285 abstracts from more
of the 21st century, leading companies across industry ha¥van 100 educational institutions and companies wele su
embarked on massive reorganizations, mergers, partnershipgted from around the world. In the mulével review po-
and all sorts of collaborative projects with their likénded cess, papers are subjected to blind reviews by three or more
peers and rivals in order to not only survive gudw and highly qualified reviewers. For this conference, a total of 80
thrive. But, as industry changes with time, so must@oad papers were accepted. Most of these were presented and are
ia. Conversely, as academic R&D efforts providiwame- published in the conference proceedinfss reflects an
ments in technology, so must industry provide a quickaturnacceptance rate of less than 30%, which is one of the lowest
round from concept to market. However, manydgenic acceptance rates of any internatibconference.
organizations, journal and conferences have been slow to
adapt and provide the necessary platforms for the dissemin This conference was sponsored by the Internatiosal A
tion of knowledge. sociation of Journals and Conferences (IAJC), which i

cludes 13 member journals and a number of universities and

Beginning in 2006, the editorial board of the In&tion-  organizations. Other sponsors were the American Society for
al Association of Journals and Conferences (IAJ8) e Engineeringeducation (ASEE) and the Institute of Electrical
barked on groundbreaking andprecedented efforts tse€ and Electronics Engineers (IEEE). Selected papers from this
tablish strategic partnerships with other major rival journalsonference will be published in one of the 13 IAJC member
and organizations to share resources and offer authorgoarnals. Organizing such broad conferences is a monume
unique opportunity to come to one conference and publisal task and could not be accotigpled without the help and
their papers in a broad selection of journals reprtésg support of the conference committee, the division/session
interests as diverse as those of the researchers and educatwss and the reviewers. Thus, we offer our sincerest thanks
in fields related to engineering, engineering technology, ito all for their hard work and dedication in the development
dustrial technology, mathematics, science and teachirey. Tlof the outstanding 2011 conference progrée. personally
se efforts resulted in an innovative model of jointringe hope you will seek them out to thank them for their fine
tional canferences that includes a variety of organizationsork.
and journals.

IIME i s steered byBdarddfQirgcs di

IAJC joint and independent international conference®rs and is supported by an international review board co
have been a great success with the main conferences beiisting of prominent individuals representing many well
held in the United States and regional, simultaneous conf&nown univerdies, cdleges, and corporations in the United
ences, in other partof the world. In additional to bringing States and abroad. To maintain this highality journal,
people together at its conference venues, IAJC attraats mymanuscripts that appear in theticles section have been
ad journals that wish to publish the best of what itsndtes subjected to a rigorous review process. This includes blind
have to offer, thereby creating excitement in academieviews by three or more membeafsthe international edit
communities around the world. 1AJS a firstof-its-kind, rial review boar® with expertise in a directly related
pioneering organizatiornt is a prestigious global, midt fieldd followed by a @tailed review by the journal editors.
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Editorial Review Board Mmmbers

Listed here are the members of théernational Review Boardvho devoted countés hours to the review of the many
manuscripts that were submitted for publication. Manuscript reviews require insight into the content, technical expertise
related to the subject matter, and a professional background in statistical tools and meastresndrer revised
manuscripts typidéy are returned to the same reviewers for a second review, as they already have an intimate knowledge of
the work. So | would like to take this opportunity to thank all of the members &,

As we continually sive to improve upon our coafences, we are seeking dedicated individuals to join us on the planning
committee for the next conferericescheduled for fall, 2012Please watch for updates on our web sitey.IAJC.org) and
contact us anytime with comments, concerns or suggestims&ehalf of the 2011 IAJC conference committee and IAJC
Board of Directors, we thank all of you who participated in this great conference and hope you will consider submitting
papers in one anore areas of engineering and related technologies for future IAJC conferences.

If you are interested in becoming a member of the IAJC International Review Board, send me (Philip Weinsier, IAJC/IRB
Chair, philipw@bgsu.edu) an email to that effect. IRBmhers review manuscripts in their areas of expertise for all three of
our IAJC journald IIME (the International Journal of Modern Engineering), IJERI (the International Journal of Emgjnee
Research and Innovation), TIlJ (the Technology Interface Iniera Journal) and papers submitted to the 1AJC

conferences.
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USING SIX SIGMA FOR CONTINUOUS | MPROVEMENT
IN ENGINEERING TECHNOLOGY

Sarai Hedges, University of Cincinnati; Virginia Westheider, University of Cincinnati

Abstract per is a summary odatedntiso@ € amds
nized according to thphasesof the sixsigma processm-

. L rovement model (DMAIC):
A grassroots team at the College of Applied Science, UrP ( )

versity of Cincinnati, formed to use S8igma methodology,

an industryfamiliar process, tadevelop an improved sa M@mmm
sessment plan that is responsive to the Technology Aecred
tation Commissiordivision of the Accreditation Board for
Engineering and TechnologyABET/TAC) accreditation
requirements Using Six Sigma in the evaluation process fit .

nicely with the @gineering technology programs and wai)efme Phase
readily acepted by faculty.

Figure 1. DMAIC Phases

The first phase of Six Sigma

The scope of the project focused on improving teke ai n whi ch the team fAdefines thi
sessment of ABE/TAC Criteria 3h (lifelong learning) and Quality (CTQ) issues, and the Core Busin®sscess n-
continuous improvement in accordance with the documentedivedd [3]. Many common Six Sigma and Project Ma
proces. In Six Sigma process impmvent, a process that agement tools are appropriate to use in this phase, but the
wor ks at a ASix Sigma L ev adthors ohosé ayParbt@ GhartaThqughbProcessaMap, IS)POC3 . 4
defects per million opportunities. This paper describes tléagram, CTQC tree, and a Project Charter.
project selection, definition of the process, calculation of the
sigma level, implemeation of the DMAIC method, and the  Figure 2 is the Pareto Chart ttenows thafor Criterion 3
level of success of the team in improving the process-of §C3), related to assessment and continuoysavement, the

sessinggratht es 6 abilities to reasgninmag otrtie ynedd pfroorgranmms troe c e

engage in lifelong learning. t he ABET/ TAC =evaluatorsbd comm
their 2006 visit. Criterion 1 (C1), program educationial o

Introduction jectives, Criterion 2 (C2), program outcomes, and Criterion

7 (C7), institutional and external support, also received

. . ) weakness tings butnone was consistently rated so poorly
Six Sigma started in 1986 by Motorola, has beedfined ?s Critrion 3 across programs.

in numerous ways. It has been called a philosophy, h-me
odology, and a set of tao[1]. One of the more concisefde
initions i s Aavendappsoach and nfede d |, ABET Criteria with Weakness Rating

ology for eliminati n-drondnef e ct / | 100

ufacturing to trasactional and from product torgei §2f 0
60

Six Sigma is now endemic to indusdrautomotive, cheim
cal, financial, manufeturing and retajl to name a fed&
from American Express to GE, Advanceddb Devices to
Xerox, and is credited with saving millions dbllars while
improving product or service quality andstomer satisfe-
tion.

Percent

r 40

Number of CAS Programs

r20

ABET Criteria G c I 2 dm I C7 advisory l

Occurences & 1 1 1
In June of 2008, the authors met with Dean AlletthAr Percent 625 128 125 s

to discuss using the Six Sigma methodology for proaass i

provement within the college. ABET/TAC accreditation

was setcted as an appropriate area for such an endeavor.

The authors met regularly throughout the year on the project

with Dean Arthur providing management support. Ths p

o RPN W A O O N ® ©

Figure 2. Pareto Chart
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How to
improve, if

Most CAS ABET-accredited programs received low ratings on ABET Criteria 3
& 4 (have a clear plan to evaluate continuous improvement ) Risk losing
accreditation if no improvements are made.

1
l Must right-size project. Need buy-in (support & low cost) & quick turn-
around.
1

l Choose Criterion 3h (Lifelong Learning) Support from faculty and
administration.

What is the current process for
using information resulting from
evaluations?

|

What are the current
evaluation instruments?

I Surveys | Have flow-chart of “approved”
process.
]

|

mployer

PP Student
Alumni

how current

ECET Dept. Senior leinsis
actually
works
o they . n
What are contain F;?j";‘g'" survey be
their questions Y adapted for 2] 5-Wh
results be rocess Yy
response about fod into all ABET- .
rates? lifelong 2 reviewed map Analysis
process?

learning? J

r

owl
OWnN process
& measure

Baseline Can they be

will own this

needed? Metric altered? sustained S
performance
i r ? r r
If yes,
brainstorm
additions &
updates

Figure 3. Thought Process Map

The Thought Process Map (Figure 3) illustrates theeberfice, had a 69.7% response rate for all CAS students. The

fits of focusing on Criterion 3h and further #luates several StudentProfessional Practicd®P) Survey, admirstered by
surveys administered by different bodies within the wsive the same office, does not have questions pertainingeo lif
ty that were vehicles th@aomewhat assessed lifelong kear long learning and is very difficult to altefThe College $i-
ing and need further exploration for possible imgrognt. dent Services Office administered a Senior Survey thmil

Table 1 the Supplierinput ProcessOutput (SIPOC) di-

spring quarterof 2008 when it was discontinued due to a

gram, more fully describes the process as it pertains to ttigange in university policy and refusal by a university office
survey instruments at the beginning of the projeleurther to continue its admistration. The CAS ECET program

investigation of the 4 surveys in the SIPOC diagram fourdkvdoped a Senior Survey for its students, which garnered a

that in 2006 the Alumni Survey was administered by thé5% response rate upon its first implementation in Nove
CAS Career Placement Office and had an abysmal 5.18ér of 2008 andwas willing to share the survey instrument
response rate. The 20608 Employer Survey, administeredfor other programs to use.

by the University of @cinnati Professional Practicesf-O
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Table 1 SIPOC Diagram

Original Process:

Supplier Input Process Output
Career Placement Office Alumni Survey Graduates' responses
CAS Office of Profssion- Employer PP Survey Assessin ( Employes' responses &t
al Practice Student PP Survey it ' 9 dents' responses
Student Services _ Abilities to Recognize th .
(until 08S) Senior Student Survey Neeo! for and to Bgage in Seniors' responses
Lifelong Leaning
ECET department Senior Student Survey Seniors' responses
(08S71 09S)

Using the Critical To Quality Characteristic (CTQC) Tree
Diagram (Figuret), the team identified specific measureable
aspects of the process (metrics) that could be used te-meaq

ure process improvement:
alumni survey response rate,

1

The decision to measure only an improvement in #ie rfamiliar with the ABETTAC requirements, and those in
sponse rate for the Alumni Survey will be discussed in thmntact withstudents past and present. The last CTQC i
sectionotdfert hiwo valeEigieniscess flow dnaat was removed from the project
S i+ vaftey the annowmeement ot ahCollegiate Restructhringatritie
sultation of the College Assessmentn@uittee, that has tive in which the College of Applied Science was to be
members from the suppliers of thesey instruments, those merged with another college. As thieucture of the college

AAnal yzebo

f ol

Need

lifelong learning,
the creation obnes

the number of questions on each survey measuring

enior sirvey, and

1 an approved process flow chart.

Drivers

cTQc

Atleast one question in each
survey measuring lifelong

Better Surveys

learning

Good ABET review of Criteria

3h:
Lifelong Learning

| owi t he

ng

| One senior survey applicable to
all ABET-assessed programs

A

statistically significant

improvementin response rate
on Alumni Survey {a=0.05)

ollege administratio

Figure 4. Critical to Quality Characteristics (CTQC) Tree

AiBetter
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was destined to changsp would the feedback loop for this gram objectives and outcomes (ABERAC Criteria 3 & 4).
process in a manner that cannot be anticipated with any c€he team seeks to remedy these istyedearly defining an
tainty. As a resultthe authorswere given permission to appropriate feedback loop for improving the processsef a
scale back on this aspect of the projéttis led theteam to sessing Criterion 3hdemonstration that graduates have a
create the following Business Case and Problem Statemestognition for the need for, and an ability to engage @ lif
for the project (taken from the Project Ctea): long learning. This specific ABETAC criterion was ch-
sen because it was identified
BUSINESS CASE: The majority of degrgeanting po- college administration as difficult to duate and bcause
grams in the College of Applied Science are adited by there exist survey instruments in various areas of the college
ABET/ TAC. theBdedgriad saccréditor for college that can be adapted to evaluate this criterion across all of the
and university programs in applied science, computing, eprograms. As this is a grassots effort in implementing the
gineering, and technology, [which] is a federation of 28 pr Six Sigma methodology at the [Bage of AppliedScience,
fessional and technical s dhe team alse Iselievekatworking emthis ABGTTAC brie s e f i
[4]. Failure to meet ABET accreditation requirememay terion makes for a righdized project in terms of faculty and
lead to loss of accredifon, having significant and adverseadministrative support, probability of success, low iepl
affects on t hese pr ogr amsmerdation dogsist anditinetipebsooy @mpetion. gTheatdama t e
schools, anditensure, certification, and registration boarddjopes the sicessful completion of this project will lead to
gradwtion from an accredited program signifies adequat@ore syport for bigger projects in the future.
preparation dr entry into the profession. In fact, many of
these groups require graduation from an accredited progranThere are currently four (4) surveys at CAS that contain
as a minimung u a | i f [5]cHence, d is @an underseat questions that assess lifelong learning at least to some extent.
ment to say that maintainingBET/TAC accreditation and They are used in various ways andraastered by various
achieving positive reviews from ABETAC evaluators are bodies. In 2006, the Alumni Survey, which includes some
important to the college. questions related to lifelong lewng and is administered by
the CAS Career Placement Office, had an abysmal 5.7%

The 2006 findings of the ABETAC review of the apmr- response rate. The CAS ECET program developed a Senior
priate College of Applied Science programs varied amorfurveyfor its sudents, which garnered a 75% response rate
the programs. Although no program had any ABENC upon its first implementation in November of 2008 but the
Criteria ratings inetnhkhepdd ovversteyxahegos ytofittef iadapted for
jority of the programs had ratings in the next loweségmat University of Cincinnati Professional Practices OfficenE
ry, i w efar kh@ samescdterion, ABETAC Criterion  ployer and Student Surveyshigh evaluates students on-co
3: Assessment and Eval ua bp, also haveatheiposkibility bf eoeing sised hThet XUOA [ e ] a
program must utize assessment measures in a process tlnployer Survey had a 69.7% response rate for all CAS
provides doaimented results to demonstrate that the prograstudents.
object i ves are being metéd This is related to Criterion 4
AContinuous | mprovement : é uFEh¢ prajeg jfeammasedpeated tm adadt thedmogi apprape s s
incorporating relevant data to regularly assess its prograte surveys to evaluate ABHTAC Criterion 3h. The team
educational objectives and gmam outcomes, and to eual was also expected to implement techniques tlauld in-
ate the extent to which they areiflg met. The results of crease the response rates for those surveys withelkponms-
these evaluations of program educational objectives aed and further to improve the feedback loop between the
program outcomes must be used to effect continuous iprograms being assessed, the entities which administer the
provement of the progr alff]. tshrregsuagdhct@e thal data and ¢he teeision pdint ndhe
Nonre of the reviewed programs had either of these critefmocess where changes based on the data are recommended
listed as a program strength. Lack of a documented programd implemented so that program assessment is effectively
assessment process that is part of a feedback loopritinco incorporated in a manner of documented continuous i
uous program improvement is a systematic probleprovement leading to successful ABEAC reviews.
throughout t lams andadnks dighedangther o gr

programsé faculty and btemioIR/Fe%‘SarbméHtphragéion as a pro

solve.

PROBLEM STATEMENT: The ABETITAC evaluator After defining the projectthe authorsmeasured the cu

findings indicated that the majority of degree programk—seerent process. TO(.)IS used were DPMO and Sigma Level ca
ing renewal of their accreditation did not have a djede- culations and a histogranThe authorsould not perform a

fined plan for evaluating continuous improvement of-pr Measurement NSys_tem Anqu5|s. A neerfect process .
works ata fASi x Sigma Level, 0 whic
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defects per million opportunitiesTables 2 and 3how the body would be an excellent opportunity for it to elevate its
teamds definitions of De f ectetilslity. Uni t s, and Opportunities
the calculations for the DPMO and Sigma Level.
Coding the evaluator ratings as shownTable 4alows

Although originally used for continuousatio data,inco- f urt her anal yses. @Ali topbmahe gh t h
cordance with statistical theory, this technique is commonfgce ofitd oes not connote a | evel |
used for discrete, or attribute data. In this projget,authors " St r enpehd eambés reading of the
focused on the proporti on ommeiitd matl® by(ABETAC evalimtors gnd @ listiwe a k n e
ABET/TAC evaluator rating for ABET/TAC criterion3h, u n d e orrecfio@s andrhpr ove ment s o /TACn t he
binomial data. To caldate the sigma level for such datareport gave evidence to such a fmethis project.
the fract i onwastfeated bsathtk @lpha afthe n g s

normal distritution and then a conversion tabl&sused to Table 4. Evaluator Rating Codes
determine the sigma level. The 1.5 Sigma Sk#sa con- Evaluator Code
vention thatassumd that the processould shift over time. Rating
Deficiency 1
The initial process of assessing lifelong learning sttbw Weakness 2
plenty of room for improvement at a baseline Sigma Level Concern 3
of 1.2. Observation 4
Strength 5
Table 2. DPMO Definitions
DEFINITIONS Assessing ABET/TAC Crite- The histogram in Figer5 illustrates all evaluator tegs
rion 3 over all ABET/ITAC-accredited programs received during
Defect rating of Weakness or Def the 2006 visit. In other words, the graph lumps all ratings
ciency toget her. I't shows thaien t han
Unit CAS program reviewed by cyo ratings, amdif Canvasatignniost3 O
ABET/TAC common rating giverwith 12 occurences. Looking back at
Opportunity 1 per program the data, the team found that seven (7) of the occurrences
were related to Criterion 8. lough a fiConcerno
Table 3. DPMO and Sigma Level Calculations not as wurgent to i mprove as a
CALCULATIONS Assessing noting and perhaps should be investigated in another project.
ABET/TAC Cr i-
terion 3 All Evaluator Criteria Ratings Given for 2006 ABET Visit
Defects 5 ol
Opportunities 8
DPMO (5/8)*1,000,000 = 10
625,000 9
Sigma Lewel 5 %
(assumed 1.5 Sigma Shift) | 1.2 5 6
£

The DPMO and Sigma Level in a process are affected by
how defects are defined and who or what measuresehe d
fects. To have reliable measurements, the mgesdevices
must have repeatability and reproducibility (R&Rn Six 0 : : : :
Slgma prOjeCtS, a Measurement SyStem AnaIySiS (M&"Q 2cuded ratings ?2:Weaknesst:5= Strength) ’
conducted to determine the nseeement R&R of a process.
For this particular process, outside evaluators from other
institutionswereused to rate the ABETAC criteria for the .
programsNeither his team nor the university iaccess to AnaIyS|s Phase
ABET/TAC evaluators to conduct an MSA. Thuke al-
thors had toproceed under the assumption that, for a given This phase includes analyzing the data collected @ad d
accredtation visit, individual evaluators would repeatedifterminingthefir o o t causes porfuritesdof ect s
rate a program about the same amutagram would be rated | mp r o v ¢3n&aols Wsed were a Cause & Effectabi

similarly by different evaluators. As a sidebar, the unétertagram, Brainstorming, a-8/hy Analysis, and a variation on
ing of an MSA of evaluators by the ABEIAC accrediting

Figure 5. Histogram of Evaluator Coded Ratings
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the traditional Failure Mode and Effects Analysis (FMEA)process. The team used written Criteria 3 and 4 comments
whichiscalleda A Si gni fi cant F.act ofrom$&wllators tanddmainsManed tdo come up with factors
(also known as d@diyoot causeso o
The Cause &ffect Diagram (also called a Fishboneabi
gram) in Figures shows a multitude of factors that affect the

People Material Policies

staff .+ reportsto ABET

-proper
documentation
-readabiity

-use of timely
assessment info.

ABET
requirements

-consstency of

students
communication €

-respond 1o Surveys

assessmentcmt
-consstency of
commumicalion

survey instruments

-appropriate questions reports from ABET

administration —— (findings)
- -nowporation into
consistency of «— program faculty eedhack k
communication

PoorRatings
onABET
Criteria 3h

ABET feedbach -tini'l_es ?I_report

survey administration campus facilities =, faculty lines

-differing schedules for,
diflerent bodies

course offerings
continuous

improvement
feedback loop

Procedures Environment Funding

Figure 6. Fishbone Diagram

Procedures involved in the feedback loop, students, aattered the ECET Senior Survey and adopted it for all
the survey instruments were selected as factors to pursueARET/TAC-assessed programs in the college.
improve the process usinfable 5 the Sgnificant Factor
Selection Matrix. As factors related tbe feedback loop  Preliminary investigation of the process showed that the
could not be pursued due to thellggiate Restructuring Alumni Survey had only a 5.7% response rate. Both a paper
Initiative, the team focused its efforts on the survey instrcopy and online option were availalfte alumni to take the
ments. survey. During the February College Assessment Commi

tee meeting, attendees brainstormed ideas to improve the

The team attended the monthly College Assessmeamsponse rate. Incentive ideas such as book bags and key
Committee meetings from November 2008pril 2008 and chains were mentioned. The team further studied ways to
was alte to work with them to review and update the Psefe improve the response rate of the Alumni Survey by perfor
sional Practices Employer Survey and the Alumni Survey tog a literature review of survey response and by benc
include questions relevant to assieg ABET/TAC Criteria marking with Alumni Surveys at other institutions of higher
3h. During this review, the Committee additionally updatedearning.[#15] Originally, the Alumni Survey was adméni

the Alumni Survey for readdliiy and brevity. tered by the College Career Déyement Office by paper
and then in 2006 by paper or with an option tmplete the
At the beginning of this project, the ECET departmentwagrv ey of the <coll egedbds web sit

conducting its own Senior Survey. AVBhy Analysis Ta- would call a new Alumni Survey administrationetimod a

ble 6 shows the thought process in amzalg this problem. success if the response rate had a statistically mgnif

The outcome was that the CollegssAssment Committee increase from the previous year at a 0.05 level of gignif
cance.
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Table 5. Significant Factor Selection Matrix

Significant Factor Selection Matrix

Improving Assessment of Lifelong Learning for ABET Accreditation

Selection Criteria

Possible Cause (X's) for Poor Ra- TOTAL
ings on ABET Criterion 3h Low SCORE
Applicability Rating (1 =low to 5= | Covers all | Cost Ease of Ability to | (add
high) Programs | To Fix Implementation | Influence | ratings):
Consistency of Communication fron

Staff 5 4 5 5 19
Consstency of Communication from

Assessment Cmt 5 5 5 4 19
Consistency of Communication fron

Administration 5 5 5 4 19
Use of ABET feedback by faculty 5 5 4 5 19
Students Don't Respond to Surveys| 5 4 5 5 19
Poor Documentation to ABET 3 3 3 3 12
Report NotReadable 3 5 5 3 16
Report Doesn't Use Timely Asses

ment Info 4 5 3 2 14
Survey Instruments Contain Appr

priate 3h Questions 5 5 5 5 20
ABET Findings Not Incorporated

Well Into Feedback Loop 5 5 4 5 19
ABET Findings Not Provided in

Timely Manner Follaving Visit 5 5 12
ABET Requirements Unclear 1 5 8
Reporting Schedule Vary Widely for|

Surveys 5 5 1 1 12
Poor/Nonexistent Continuoust

provement Feedback Loop 5 5 4 5 19
Few/Poor Quality Lab Facilities 1 1 1 1 4
Few/Poor Quality Libraries 1 1 1 1 4
Few/Poor Quality Buildings 3 1 1 1 6
Not Enough Faculty Lines 2 1 1 1 5
Not Enough/Not Appropriate Course

Offerings 1 1 1 1 4

USING SIX SIGMA FOR CONTINUOUS IMPROVEMENT IN ENGINEERING TECHNOLOGY
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Table 6. 5Why Analysis

5-Why Analysis For Senior Survey

Why does ECET do their own Senior Survey? | 1
There is no other Senior Survey available.
Why? 2

College office stopped administering Senior-S
vey.

Why? 3
University Admissions took over senior dretion
documents and refused to continue administe|
the College Senior Survey.

Why? 4
They say it is out of their purview.

Why? 5

They want another office to take over that tal
Can we get another college office to do it?

Yes-the College Director of Assessment will ta
it over and facilitate through Assess. Cmt. to ad

ECET Senior Stwvey to all ABET/TAC programs.

How

Improvement Phase

In this phasethe team implemented solutions aimed at

correcting the problems that were defined, measured, and

analyzed in the previous phases. Tools used were adcorre
tion Action Matrix and a stegtical hypothesis test to verify
and measure improvement.

The team implemented an action plan to improve the su
veys that included creating one Senior Survey for all

ABET/TAC-accredited programs

within  CAS, dd

ing/updating lifelong learning questions imet Alumni Su-
vey and Employer PP Survey and the Senior Survey,gehan
ing the administering body for the Alumni Survey to the
Director of Assessment, and updating the adstiation
methodology for the Alumni Survey. Thetian plan relates
to those factorgsated most highly in the Significant Factor
Selection Matrix Table 5, with the exception of improving
the feedback loop. Further details of the action planrfor i
provement are in the @ection Action Matrix Table 7.

Table 7. Corrective Action Matrix

Corrective Action Matrix

Implementation Effective? Measure of Effec- Current
Action Champion Target Date (yes, no) tiveness Status
Create one Senior Survey assess cmt Jun09 yes document complete
Change Administering Body for
Senior Survey to Prof.Practice
Office Westheider Jun09 yes document complete
Add/Update Lifelong Learning
Questions in Alumni Survey assess cmt Feb09 yes document complete
Add/Update Lifelong Learning
Questions in Employer PP St
vey assess cmt Feb09 yes document complete
Add/Update Lifelong Learning
Questions in Senior Survey assess cmt Feb09 yes document complete
Change Administering Body for
Alumni Survey to Assessment
Office Westheider May-09 yes statistical test complete
Update Administration Methods:
paper/web andtwo reminders Westheider May-09 yes email verification complete

Using the changes just described, the improved surveymved from the College Career Development Office to the
o f Offites $neaddiion éonah driginal
College Assessment Committeeeated College Senior Su mailing of the survey in Junestudents were also able to

were piloted in the spring quarter of 2008. itWthe new Di r ect or

vey and its new mato d

of

admi ni st r at ¢completelihg survayeusing surweyeMorlkigyt yt hse

col

Professional Practice Office, the response rate was 56.28eb site in the Alumni area. In changing the administration
Comparsons with previous College Senior Surveys cannahethod of the survey, followp postcard eminders were
be made as those response rates are unavailable, but thegat¢. As the team learned [7], the most important impact
is within those seen in other typeksurveys studied during reminders have on response rate is not in their pragent

the Analysis Phase of thegpect. A new method to improve but in their repetitiveness. The reminders were simple and

response rates in the Alumni Survey was implementethexpensive pdsards. They were sent two weeks and five
which was created iresponse to the literature review doneweeks after the original mailings.
in the Analyze PhaseThe team did not think that it clsi  method of administration provetighly successful with the

acquire funds for incentives and primarily usadexper-

with little cost.

This new survey and

rate of alumni responding, nearly doubling from 5.7% in
ment andcostbenefit analysis[7] to improve response rate 2006 to 11.4%. This represents a highly statistically dignif

The Alumni Survey administration wascant increasepfvalue = 0.00). The team met its goal here.
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The Employer Professional Practice survey results showedsd  http://www.abet.org/why _choose.shtnfViewed Feb.

response rate of 65.1% for 2008. This is lower than the 26, 2009)
previous year but the decrease is not statistically significajf] 20082009 Criteria for Accrediting Engineering
at U = 0.065. Technology Programs

[71 IMPROVING ALUMNI SURVEY RESPONSE
Control Phase RATES: An Experiment and CoBenefit Analysis

http://www.springerlink.com/content/u51528n441822
343/fulltext.pdf

Strategies for Generalizing Findings in Surveg-R
searchhttp://www.joe.org/joe/2008april/tt1.php

How to Use the DataQuality Measures Response

The Corrol Phase of a Six Sigma project makes sure thfé]
process improvements are maintained into the futdrke
team has the following plans for future improvementi- fo 9]
low-up with improving the feedback loop when the neV\;

. . e s Rates
pollegg structure s determlneq; intigate the _posb|l|ty of http://www.census.gov/acs/www/UseData/sse/res/res
incentives for survey completion to furthengrove survey def.htm

Measuring Customer Satisfacti@i’ Edition, Bob E.

Hayes© 1998 published by ASQ Qlity Press
Wﬂba@fgoof Monetary leacenti

dures An Experiment in a Federally SponsoredeTel

response rates; further investigate, if there is managerﬁlb]
(decanal) support; and work to improve thssessment of
Criterion 8, Whirmrerlnéceibeté[ﬂ]g
last ABET/TAC visit; and, finally, determine a nhew DPMO

and Sigma Level mually and after the next ABET/TAC h R Bri ) I
visit in 2013. The team further plans to communicate the f; grgcs R;# rCVhaep%gwMel?[h)c/Jdologry IRaeqpkor,t co

success of this project to build momentum for continuous March 2006 published e U.S. Department ofcE
improvement projects in areauch as classroonssessment ucation Institute of Education Sciences NCES 2006

and retention. 066
. [12] Al ncentives in a Busimness S
Conclusion provi ng Response Ratesodo by Ka
the Joint Statistical MeetingsSection on Survey &
As this project has shown, the Shigma methodology is search Methods 2002

an appropriate and effective tool for making immments [13] North Carolina State University 2006 Baccakate

in educational assessment. Although a definitive conclusion ~ Alumni Survey: Introduction, Mébds, and Alumni
as to the overall leveof success of this project cannot be Demographic Profile
detemined until the next ABET/TAC review, milestones http://lwww2.acs.ncsu.edu/UPA/survey/reports/alumO
along the way have had measurable success. The response 6/alumo6intro.htm

rate of the Alumni Survey significantly improved (statise ~ [14] University of Colorado at Boulder Alumni Sy,

ly and othewise) and changes to survey instrents were Summer 2007
achieved through consensus. Tlitees of the changes in http://www.colorado.edu/pba/surveys/alumni/07/inde
administration of survey instruments other than theru x.htm

Survey remain to be seen. They will continue to beimon15] RIT ~ dept of  econ  Alumni  Survey
tored. The need for an improved feedback loop will the a http://www.rit.edu/cla/economics/alumnisurvey.html

dressed afterthe collegiate restructuring. Finally, the
ABET/ TAC evaluatorso revieBiogFaphreg collegeds assessment
of studentso6 | ifelong | earni g ter the next visit wi |

mine if this process, currently running at a low 1.2 sigma SARAI HEDGES is an Associate Professor at thein

level, improved overall. . - . .
versity of Cincinnati. She earned her B.A. (Mathematics
and Music, 1991) from SUNYotsdam College and M.S.

References (Applied Statistics, 1993) from Bowling Green Statei-Un
versity. She is a C#fied Six Sigma Green Belt (CSSGB)

[1]  http://lwww.asg.org/learaboutquality/six and teaches courses in statistics and project management.
sigma/overview/overview.htmi _ o

2] http://www.isixsigma.com/sixsigma/six_sigma.asp VIRGINIA WESTHEIDER is an Academic Director at
(viewed Dec. 10, 2007) the Univeri#ty of Cincinnati. She earned her B. A. (English

[3]  http://www.isixsigma.com/dictionary/DMAIG7.htm  Literature, 1983) from Rutgers, The Stateikémsity of New
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VEHICLE PROFILE DESIGN VERSUSSOLAR ENERGY
COLLE CTION: STYLING CONSIDERATIONS FOR
SOLAR -POWERED PERSONAL COMMUTER VEHICLES

Yi-hsiang Chang, California Polytechnic State University

Abstract 1,500 miles across the aaty solely on solar power, the

design is mainly governed by variables such as weight, e
. . L ergy-hanest capability, and wind resistance. The PV cells
While current photovoltaic (PV) efficiencies limit theate  ,0"5ally oriented almost parallel to the earth. Thisiis pr

S'b'l.'ty qf a solarpowered personajomm'uter vehiclesimi- marily done to enlarge energy harvest and reduce wind drag.
lar in size and shape to current gasoline powered aitom

biles, research into developing a hybrid design has been
growing. The present focus of PV technologies in the-aut

mobile indqstry Is dire;ctecbeards cre;ating a hybrid using ayha¢ travel close to the ground and allow just enough space
smal gasoline motor in conjution with PV cells. Sole use ¢/ oo human driver. as shown in Figure 1. Deisig the

of solar energyfor powering automobiles can t?e S€EN Mear in this manner allows for the PV cells to achieve a direct
several solacar racing events, but the dominating design

tend to focus on maximum energy harvest/utilization- eff beam radiation at almost @ngle of inidene (AOI) during

ciencies and streamlined which results in a flatey peak sunlight hours, resulting in less radiation loss from

. : ; . : scatter [4]. In other words, the vehicle is able to collect a
hicle profile. Thisstudy looked at altering the profile to substantial. amount of eperg fance hours, or

emulate the curved & i n of todayos [ 0 X&atgpe | S
. . gn. . y Svheh o1 s ?7er|]y sfiall. in%{2R & de ig%, néverthelass, e
Using two different profiles, this study simulated a car bein rgy harvest in the morning and afternoon hours is not-ma

parked in a random orientation during avegi period of . *
time. The results were examined to determine the effect th'g}'md due to large AQs.
altering the profile will have on overall solar energy aolle g

tion under different weath@onditions

Bound by such limitations and being focused on imax
mum efficiencies results in solaehicles with flat profiles

Introduction

Photovoltaic (PV) technology has been around for over=
150 yeas, but it was not until the successful demonstratio-
of a silicon PN junction solar cell in 1954 that its véd
spread usage was realized [1]. With the increasing need
aternative energy, and the continuous improvement of P\figyre 1. The solar car by University of Michigan, which took
performance, it is likely thasolar power will become chpa the first place in 2010 American Solar Challenge [5]
er and more prevalent. From its use in consunesices,
home and grid power generation, lighting, to stafwhe Minimizing AOI is crucial to achieving maximum power
communication, warning, and monitoring systems, the peoutput, but in doing so the race vehicles sacrifice space and
vasive use of PV is imment [2]. comfort because of their flat and compact design. Conside

ing the practicality of a solgsowered pesonal commuter

While using solar egrgy in transportation is becoming vehicle, the vehicle design would have to sacrifice some of
more of a reality, little evidence exists that major automobilghe gtimal AOI to create more cargo space. Furthermore,
manufacturers are showingtérest in fultscale production such a vehicle would need to have adequate head space for
of solardriven vehicles. As a result, the development ofhe driver to sit in an upright position, use a steering wheel,
solar cars is mainly led by participanin events such as theand even have space for safety features. While such-a pe
American Solar Challenge and other solar races worldwid®nal commuter vehicle would not have twhare to the
[3]. In this type of compétion, many of the vehicles with same set of rules estished for various solar car races, the
similar designs were able tocsessfully finish the race. The technologies used in these races provide a good baseline,
vehicle design is bound by a certain set of ruldsckvlimit  and certain esign considerations used in constructing these
items such as motor size, area of solar panels, amountragers gply. Thus, the goal of this study was to investigate
batteries, and type of battery. With a goal of traveling up e influence of vehicle profile on its solanergy harvest
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capability in order to determine the feasibility of a solarspectral irradiance is imp@ant to note, and makes analysis

powered personal camuter vehicle. of this factor crucial when setting up a fixed dnte. The
study performed by King et al. [9] points out that whife a
Related Research nual loss caused by a low AOI is small, it deve a signif

cant monthly &ect.

The energyharvest capability of solar panels can lie a A study by Ahmad, Hussein, and-Ghetany [11] used a
fected by factors suchsaell operation temperature [2], dust

. . k computer model to predict optimal tilt angles for yearl
accumulation [6], and environmental aspects of vehiele d P P b 9 yeary

: . . . wer generation in Cairo, Egypt. The study concluded with
ployment regions including altitude, weather patterns ar{)e optimal tilt angle (Z0to 3°) about solar peer genea-

shedowing of landscapes [7]. Cloud cover during the harve%n specifically in Cairo, and confirmed the importance of

of solar energy also has an impact onafeount of spectral AOI and the tilt angle on the overall performance of the PV

|rr§d|ance reachlng the P.V cell. Spectral |rra_1d|ancen—co array. Using a mathematical model, Tang and Wu [1&] cr
prised of both direct and diffuse components, is measureda{ped a table and map for optimal tilt angles in Chinan-Co

watts per square meter (Wattjmin addition to absorbing sidering tha Chi nads territory cove.

visible (383780nms) and nednfrared (7864000nms) alar : - . :
radiation, local cloud cover might reflect up to 70% of th Ian;ugens,ts?c;\ a mo_?eall [r)]rc;]ved :enn((ajflmalv\t/c:l tglz emgr?ml? dy

dlrte::rt] radlaltéon [8].' With \/tarlletg_gN?athefr pat;;ms thm’{tjg months of the year have different optimal tilt angles based
out the world, environmental attributes of eacteliom must " "% o7 4 g ge ithe fixedP¥ msdulmabd a n g

bm% dﬁifgﬂ% J?ksgﬁ;nég :chgg?g dIngacisér;oa?;)gggaetiéh%eir ma?he.matical mo'del succ_essfully pred_icted actufal di
costs o & mini’mum "fuse radiation values in 182 different locations throughout
' China where pollution levels were low [12]. This study can
—_— serve as a guid_e for PV module installa_tion in Chin_aj a
NORMAL 1 once again confirms the effects of both diffuse sola_\r ieradi
3 tion and AOI on a sol aaonmodul e

SUN

Martin and Ruiz [6] discovered that angular losses due to
AOI are generally not taken into account when estimating
the energy pragction of PV systems. The resulting effects
are inaccurate corrections to current systems, and tha-pote
tial neglect of increased productivity of the cell. Theirdno
el, developed to analyze optical losses for silicon P\d-mo
ules, uses reflectance and AOImagjor contributors to ove
all decreased cell performance. Upon completing their study,
Martin and Ruiz confirmed the effectiveness of their model,
and noted that the type of solar technology used hasgro si

EARTH'S SURFACE NORTH nificant impact on the angular loss, but AOI aeflectance
Figure 2. A diagram of the angle of incidence: The angle of ~ are significant contrittors.
incidence isrepresentedby6 6 and i s refearenced with the no
mal of the detector (solar pael). The actual tilted angle of the Recent research has looked into developing a hybrid solar
detedor is denoted byf [7] car that reduces the consumption of gasoline. A study co

ducted by Arsie et al. [13] developed a model for oyxiingj

Angle of incidence (AOI) of the PV panels, as illustratech solar hybrid design. Using a calatdr developed by the
in Figure 2, alsorifluences the solagnergy harvest ability. US National Renewable Energy Lab to determine nagti
An AOIl above 48 greatly reduces the absorption of thetilt angle in both the horizontal and vertical directions, they
sunodés direct radiati on npn drepored that padels aliymed dodtiterroad (vewibabdie at t e
ing to minimize reflectance on the cell itself [9], and thus iion) on an atomobile would generate about only one third
often considered undesirable for use on a gudavered @- of their capable power, and about 45% to 65% of those
hicle. In addtion, the yearly orientation of the PV cell inplaced horizontally. They also noted that the feasibility of
relation to the sun is another crucial parameter to optimizeese panel orientations is questionable. Such stualie
power geeration. The glass used on solar panels also causgsheficial as they look at aspects such as weight, gerod
reflectance, which is associated with an optical loss. Whetamics, optimal solar tilt angle, power generation amat-e
using a glassovered module, the reflectance increases drgy storage. Investigating the design of solar hybridsnis i
matically above an AOI of 80[10]. Such loss in diffuse portant as it allows many problems to be uncovered prior to
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attempting théouild and fulkscale production of a commuter This could result in a parking orientation that is less than
vehicle powered solely by a PV system. By adopting-tec optimal for overall solapower geneation.
nologies such as muitiinction panels with efficiencies of
nearly 35% could eventuallyesult in an alsolar powered To better understand the proposed vehicle profile and its
car [14]. performance of dar-energy harvest under various parking
orientations and weather conditioribis study investigated
SoIanowered Personal @amnmuter the total amount of electricity collected by two differeet v
) hicle profiles, namely flat and curved profiles. Based on the
Vehicle previous discussion, the dependent and independeia- var
bles used in the study were identified. Independarifibles
Positioning a solar array to minimize AOI and reduee r included vehicle profile (flat or curved), parking ontiation
flectance results in better utilization of the available soldNorth/South or East/West), peak solaediance, and daily
irradiance. A majority of PV techno|ogy is used for gen,erahlgh temperature; data for the latter two independena'\/ari
ing electricity for buildings and houses. Thegplizations bles was retrieved from online public records. Tiepeatd-
tend to rely on either fixed or tracking systems; the former Rt vaiable was actual energy collected in wadurs. Each
generally set between 2@nd 36 of AOI (depending on Pr ofil eds daily output in watt
latitude), while the later follows the sun and uses the moR@sis, and the total energy collected was the area under the
efficient AOI to maximize the conversion of direct spectrapOWer or wattage curve. The fotheses of this research are
irradiance. Such knowledge can be applied to other technidigted as klow:
areas such as automobiles by choosing antjlat will re-

flect the best efficiencies for specific geographictimns. Hy: During an 8hour interval, there is a significant diffe
ence in the amount of total daily power produced by the
Little research has trained on creating a sptavered curved and flat profiles.

personal commuter vehicle, however. Every day, peop|é25 During an 8hour interval, there _is a significant diffe

commute to work; once they arrive, they proceed with their €nce in the amount of total daily power produced b

car parke outside. Given a parking area exposed to the sun, Rl’veigsm‘&’ﬁd _pr‘zgl?s parked in East/West and in

the commuter vehicleds PN c eNOIE0ENPHENRIONE.h ar ge a set of ba

ies over the course of the day while sitting outside, and méls: During an 8hour interval, there Is a significant diffe

collect enough electricity for its owner to commute to and €nce in the amount of total daily power produced b

from work. Once home,he automobile would then be tween flat prpﬁle_s parked in East/West and in

hooked into either a standard 110V or 240V outlet to trickle North/South orietations. _ o .

charge during the night. This would ensure the user witRa: Durmg an 8hour interval, ther_e is a significant diffe

enough electrical power in the batteries tonowite back to ence in the amount of total daily power produced by the

work, thus restarting the cycle. With the shapethe car solar profiles between different weather patterns.

being curved instead of flat, as discussed previously, it

would povide the driver more comfort and cargo spaceE)(perimental Design

With a proper design, such a vehicle may be able to offer a

practical appkation for commutes up to a 3file round  This study looked at a scakewn version of this poss

trip. ble solar commter vehicld s profile. While
. many angles as the envisioned vehicle, it examined fhe di

In additin to weather pattern and AQI, another factor thggrence between a flat and curved profile of equal surface

would affectaeni cl eds solar harvegd eabrphfidcbrsididd ¥f five Bgaadsbldf paRes.

orientation. Once arriving at work, the driver will face agnown in Figures, the flat pofile was built to position the

multitude of_p_arklng opuon_s, an_d must_make a choice as gy, panel in parallel with the

the most efficient parkingrienetion (which way the front, ,rqfile was made up of 5 sectio@urof the sections were

rear, or side of the car will face). The user could be parking..4 15 3¢ -3¢° and-1%°. with respect to ground, while

in a North/South orientation, an East/West orientation, Qe fifth section was at a zettegree orientatigrmuch like
anything in letween. Each of these orientations will offer.

differi f solardiati h f the flat profile. The combination of panel tilt angle and-co
users differing amounts of solardration over the course o respowling area coverage percentage (in this case 20% for

th?'r 8hour workday, .W'th the East/\_N est and North/Soutlycp, yij¢ agle) couldbe used to describe the potential profile
orientations representing the p°‘e.““a' extremes. Tr_ne- COof a solarcommuter vehicle. To simplify this studthe b-
muter, howeger, may have few parking options from time to

. . . . . .~ -cus was on those profiles that were symmetrically flat or
time due to parkindot configuration or space availability. curved P y y
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an urfavorable AOI. Being oriented in Idorth/South orien-
tation allowed for an optimal AOI for the part of the curved
profile facing south. The other half faced north and had to
rely on midday solar radiation as well affase radiation.

An additional copy ofach profile was used, resulting in a
replicate for each treatment. This was done so that both the
curved and flat profiles were facing both orientations during
each blocking period resulting in a complete @nited
block. There were four total structsrétwo flat and two
curved), which were randomly assigned to either of tlie or
entations. A complete randomized block was used (see Table
2), which assigns two profiles to the North/South orientation
and two to the East/West orientation. Eachrgaton hal to
have both a curved and a flat profile whentites during
each tweday time interval. In other words, there cannot be
three pofiles facing one direction and one profile facing the
other. Such an arrangement of the profiles was tested for two
consecuve days to account for dagp-day changes in
weather.

2y . X . Table 2. Assignment of profiles tdEast/West (EW) or
fi North/South (NS)over the two-day intervals (blocks). Each

Figure 3. Flat (top) and quwgd prqfiles with five solar panels profile is randomly assigned to be pofile one or two
wired in series Profile Days 1-2| Days 3-4| Days 5-6| Days 7-8

(Block 1) | (Block 2) | (Block 3) | (Block 4)

In addition to examining the energy collection pattern of

different profiles, this experimemtiso investigate wheter Curved1l] EW NS EW NS
parking orientation or weather patterns would change thg Flat1 EW NS EwW NS
amount of electricity harvested by specifiehicle profiles. Curved 2 NS EW NS EW
The specific cured profile chosen could gvide a good Flat 2 NS EW NS EW

baseline for future investigations for several reasons: It

could still effectively handle changes inatliance through  These directions were chosém represent the extreme
the day (and utilizing peak irradiance at midday); it ®Se cases of a potential parking situation. With each of tie pr
bled a realistic design for a persbeammuter vehicle and  fjjeg being fixed in one of the orientations for a tday in-

it was significantly differenfrom the control (the flat - terval, they simulated many fixguate collectors. A fixed
file). Based on the findings from this profile, futuresi®-  grray that is aligned in a North/South/south digec has

ers can decide whether tucrease or decrease tileangles, access to the highest yearly average solar irradiation in the
change the percent coverage of certain anglessvert back Northern hemisphere. This is due to that fact that during the

to a flat asign. winter months when the sun is lowest on the southeria hor
. _ _ zon it is more beneficial to be facing south. An East/West
Table 1. 2way factorial design showing four treaments orientaion is exposed to a different quantity of solar ireadi
Profile |—Farking Orientation tion. Initially, the flat profiles were randomly assigned to
East-West | North-South one of the two orientations. By default, the curved profiles
Curved | Power/Day| Power/Day were placed in the alternate direction. During each day of the
Flat | Power/Day| Power/Day two-day intervd, measurements of power were taken with

the data logger that was connected to and powered lpy a la

A two-way factorial design, shown in Table 1, was usefPP computer. Following this twday interval, the profile
to assess two different profiles at two different parkinig ororientations were reassigned and the same measurements
entations. For the purposes of this stutig profiles acted as Were taken over the same talay eriod.
fixed arrays while they are exposed to daily sunlight. The o ] ]
North/South and EastiWest orientations represent the-e ~ Shown in Figure 4, each of the four profiles had five total
treme possible parking scenarios. EastiWest orientation solar modules, and the five different sections were wired in

was exposed to sunlight through the course of the day wigries. Sized in 50x16.5x3 ¢nthe amorphous solar panels
used in this experiment could operate betwe4®° and
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176°F and had a maximuoutput of 1.8W. All entry points reached the data logger. The data logger then received a

were sealed using clear silicon to prevent moisture. The RMltage reading based on the voltage drop across the shunt

panetholding structures were constructed in 2x2 and 2xand reorded it on the laptop. The voltage reading was then
Douglas fir. The series wiring of these solar panel resulted @onverted into a current reading and corresponding energy
each of the profiles having a maximumitage rating of 80 collection was calculated in watburs. Both the datadger
volts (16V x 5) and a maximum ent rating of 125mA. It and computer were housed in a sealed plastic boxotegbr
must be pointed out that while each panel was rated for 12Mem from weather. Fowf these circuits were ostructed,
they actually poduced between 13V and 16V, depending olene for each profile. Attribute measurements showed these
the amount of solar irradiation available and the teatpex  four circuits performed very similarly with the largest diffe
ence of less than 0.5%. Thus, no variation wascésed

with the measurement circuit.

The obseratory at La Lomita Ranch (35.24,20.62) was

DATA LOGGER

to power, which is necessary for running the laptomyuma-

er and data logger. It also provides exposure to sunlight du
ing the 8ani 5pm testing pedd. The experiment was 1o
ducted from April 14 to May 7, 2009. Each day after testing
was complete, the computer was shut down and the @omp
nents were covered with a tarp until the next day. In the
mornings, all of the materials were once again uncovered f

|” GND GNDf—o———

=]
=l
o
-
=
<

data colletion.
Solar Panel x 5; 80 Volts max
100 mV, 1A Fusel Je The four profiles at the two orientations were analyzed u
_—H DC Shunt . ing a twoway factorial design, as presented in Table 1. The
R;Q\f}“ff\'j}e statistical method of blocking was used to account forrpote
Ac . \ tial variations in weather during each of the tday testing

Fuse 2 intervals. Both peak solar irradiation and daily high teraper

1A Ry 140 KW ture were used as covariates in the analysis. Each bloek co
sisted of each of the possible treatments. Both variables were
recorded and could be used as covariates in thlysas if
they were deemed significant.

R> 40 KW

Figure 4. Schematic diagranfor the measurement sgtem An 8-day pilot study was done prior to the primaxper-

Measurement of both current and voltage was meco iment. The purpose of this study was necessary for teo re
9 sons: To find out any unforeseen plems, as well as to

plished with the use of a Labjack data logger and a Dell Ia(il(etermine the sample size needed to make the analysis stati

top. The laptop used the software provided by Labjact ) ; )

ically powerful. It examined the following potential o
called DAQ Factory to record both the current and VOItag?émsy Igobustness of the solar panels th% I[r)neasurer;‘:llrent Ci
The data logger is comprised of 16 channels. Four of theg,eu i' t s the lapto p,(‘) s ability
?:rarr:]rg:u?irr? htlﬁg vmo;;a;%i;hgggelseg\ge%ng Wee;iﬁlljs?d recording software and functionality of the wooden cstru
Because thege channels caly han%le a meimuym of 20?/' tures. This pilot studylso provided enough data to do an

' _initial analysis of the first 8 days in Minitab. A sigmiince

Exggag:cg I\clzlr?aer:nCeITCl#]c\eN\e/l;It:zzdvcgsrerggSﬁetgefr(\)/gqlt?r?:Se el _of 5% Was_chosen in the analysis. With the results from

e . . e pilot study, issues such as voltage and current nesasur
generated by each profile to below the 20V maximumispec
fied on the data | oggeavd,s inC e R AL Sdment svs
have an effect on the readings generated by the data Ioggeg; y
it only changed the scaling of what was entering each-cha

nel to avoid component faire.

1S
em.

With these issues fixed, the primary experimemicpel-
ed for sixteen days. Data from the 16 days was then an
lyzed. Based on the data, it was clear that the sample size

5 SF\?)ULVZIeth dee(;iecrgzalglrt]g :r\:\:aeall\éir:gmcl;tljar?;f*::izavr\]/ggl?jége was large enough, because the ireent variables were
: 9 indeed significant at the 5% significant level. An indicator of

by _the use of an elec_:trlcal _shunt._ The shunt (6.‘ very prec'lf%ufficient sample size would have been that the majority of
resistor) was wired in series with each profile before i
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independent variables were insigoént. Because this was

not the case, a power analysis was not necessary. Day 4

Prior to analysis, the raw data had to be converted sto L
able numbers for two reasons: (1) A voltaljeider circuit
was used and (2) the data was collected solely in voltage.
get the correct current reading, the equation ((raw voltag
numberi 04F 10)/ 201 was used. i
offset quantity was 0.4. The multiplication of 10 was don:
based on theilamp, 100mV rating of the shunt. The gain
factor of the LJ Tick Amplifiers was 201. The voltagemu
bers were converted based on the voldig@ler ratio of ‘ : : :
0.222 (e.g. 40/180) between the true number of volts and t 8:00 10:24 1248 1512
reading on the computer. Total energy collection can jbe re Time
resented in wathours, which was the area under the pow
curve.

= Curved 1 North/South
= Curved 2 East/Wesl

Power (Watts)

Flat 1 North/South
=—Flat 2 East/West

Day 5

Results and Discussion

Figure 5 illustrategxample of the typical energy colte
tion patterns of th profiles studied during the test period.
The vetical axis representthe power in watts for a specific
time periodbetween 8am and 5pm. Day 4 depictmptete-
ly sunny conditions. This graph is very smopthith each of
the profiles exhibiting unique power generatiaylences
over the course of ant®ur exposure. Day 5 exiiis adif- ‘ ‘ ‘
ferent scenario. The early morning shows a vergulated 8:00 1024 12:48 15:12
and uneven pattern, which was a result of morning clouc Time
ultimately burning off leaving sunny conditions. Whemeo
pared withDay 46 s, ieis abviousthat there was much
less solar irradiation availablen Day 5 Finally, Day 6 ¢ Day 6
fers the most unique poweeneration sequences. Day 6 is
graphed on the same scale @svious days, which hig 4
lights how much less total daily power was generated. Th
entire day was cloudy and only offered roughly a third of th

25 \ \ = Curved 1East/Wesl

\ \ == Curved 2 North/South

15 \ Flat1 East/West
==Flat 2 North/South

Power (Watts)

0.5 - ~

total solar irradion of a completely sunny day. § 25 e ued iEases
. . . . °§ 2 [ = Curved 2 North/South
The main effects and interactions between independe & g Flat1 EastWest

variables were determined by examining group means 1] —— Flat 2 North/South
different treatments. Table 3 indicates that there were me 05 1
effects of profile, orientation, and set toward the daily powe 0 : : ‘ ‘
collection. During the l&lay experiment, flat profiles on 8:00 1024 1248 1512 17:36
average collected morenergy than curved profiles. In the Time

mean time, profiles parked in North/South orientation on
average collected more energy than profiles parked igigyre 5. Graphs of time vs. power from days 4, 5, and 6. Solar
East/West orientation. Finally, set 2 on average collectggadiation was 974, 835, and 346 watts/frespectively, and the
more energy than set 1. high temperature was 72.5, 70.0, and 60.F respectively
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Table 3. Group means of power (Watts) collected per day

Main effects of Profile, Parking Orientation, and Set

i Parking Orientation | Group
Profile
EW NS Average
Curved 1891.74 2088.98 1990.3f
Flat 2606.23 2624.02 2615.11
Group Averagge 2248.99 2356.5(
Profile Set Group
1 2 Average
Curved 1999.58 1981.1% 1990.3f
Flat 254711 2683.14 2615.11
Group Averagg 2273.34 2332.19

To determine the significance of main effects and iatera
tion between ingpendent variablessxperimerdl data was
analyzedn atwo-way ANOVA, shown in Table 4Accod-
ing to the comparative statistical results, at the 5% signif
cance level the main effects profile, oridian, and day all
have significant maieffects on totalpower colletion. Nev-
ertheless, there was no significant main effect of the set (e.g.
curved Iflat 1 vs.curved 2Zflat 2) on the daily total energy
callectionat the 5% level. At the 5% significance level, both
interactions profile*orientation and profe*set significanty
affected the daily total energy mgration According to the
r-squared adjuste®4.59% of the variation in the total we
er output couldbe explained by the profile, orition and
day. This shows a good linear relationship betwdsende-
pendent and independerariables used in the study.

Figure 6 illustrates the interaction between profile ard or

entation, and between profile and datexaminingthe po-
file*orientation plot, itis clearthat there was a diffence in
total daily powergeneratio betweercurved profile parked
in East/West and curved profiles parked in North/Sauih

Further analysis was done using Tukey pairwise coimpar
sons to minimize both Type | and Type Il errors. The fo
lowing outlines the results from the study:

entations. There wasiuch lesdlifference between the total Table 4. ANOVA General Linear Model results for 16 full days

daily energygenerated by flat profiteparkedn eitherorien-
tation In both orientations, flat profitegeneated more total
daily energythan curved profile. As seen in thérofile* Set
interactionplot, there was a diffence in the amount of total
daily energycollectedbetween diffeent profiles withinboth
set 1 and set Profiles in set 1, however,ad much less
differencein daily energy colletion than profilesn set 2.

Interaction: Profile*Orientation

3000

Set

:@ .——_.
g 2500
=
g =& Curved
3 2000 7—4
e —=—Flat
1500
EW NS
Orientation
Interaction: Profile*Set
3000
g ./
g 2500
=
g == Curved
3 2000 o— —e
= —@— Flat
1500
1 2

Figure 6. Interaction between Profileand Orientation (top) and

interaction between Profileand Set

of testing. Daily total power outputs were used in the analysis,
which did not look at individual time intervals during the day
Degrees Type lll

of sum of Mean

Source freedom squares square F\Value p Value
Profile 1 6245245 6245245 279.81  0.000
Orientation 1 184931 184931 829  0.006
Profile*Orientation 1 128818 128818 577 0.021
Set 1 55328 55328 248  0.123
Profile*Set 1 95436 95436 428  0.045
Day 15 18312885 1220859 54.7  0.000
Error 43 959734 22319

A When looking at all pairwise comparisons amoagls of
profile, a level of 95% confidence can be dise state that
flat profiles produce between 549.4 and 700.1 more watts
per day than the curved profiles.

A When looking at all pairwise comparisons amoagls of
orientation, a level of 95% confidence can be used to state
that a North/South orientath produces between 32.2 and
182.8 more watts per day than an East/West @tient

The interaction between profile and orientation was also
analyzed using Ukey pairwise comparisons:

A When looking at all pairwise comparisons amoagls of
profile*orientation, a level of 95% confidence can be used
to state that a curved profile in a North/South orientation
produces between 56.1 and 338.4 more watts per day than
an curved profile in an East/West orientation.

A When looking at all pairwise comparisoamongévels of
profile*orientation, a level of 95% confidence can be used
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to state that a flat profile in an East/West orientatiaot pr b. At the 5% significance level, His not rejected and,
duces between 573.3 and 855.7 more watts per day than therefore, it is not fair to conclude that orientatiom i
an curved profile in an East/West orientation. pacts significantly the amount of total daily poweopr
duced by the flat wfile.

A When looking &all pairwise comparisons amoreyéls of
profile*orientation, a level of 95% confidence can be useH,: During an 8hour interval there is a significant diffe
to state that a flat profile in a North/South orientatioo-pr ence in the amount of total daily power prodiiby the
duces between 591.1 and 873.5 more watts per day than solar profiles between different weather patterns.
an curved profile in an East/West ottigtion. a. Hy Mgy=0

. i . Ha My, O

A When looking at all pairwise comparisons amoals of . At the 5% significance level, Hs rejected and, ther

profile*orientation, a level of 95% confidence can be used fore, day is associated with a significant difference in

to state that a flat profile in an East/West orientatias pr the amount of total daily powerguced
duces between 376.1 and 658.4 more watts per day than
an curved profe in a North/South orientation. Limitations and Implications

A When looking at all pairwise comparisons amoagls of o )
profile*orientation, a level of 95% confidence can be used Three major limitations of this study, namely weather pa
to state that a flat profile in a North/South orientatioo-pr €. angle of indence, and parking location, are discussed
duces between 393.9 and 676.2 more wagtsday than N this seton.

an curved profile in a North/South orientation.
(1) The Change of Weather Patterfihere were many

A Finally, there is no significant difference between in théhanges in weather during the esiment. While many of
total power generated by flat profile in an East/Westrerie the days wersunny, there were a few days tis&arted with

tation, or flat profile in a North/South orition. early morning cloudsSince here were not many days that
offered complete cloudess over the course of 8 hquasf-
The test of hyptheses is discussed in the following: inite conclusions cannot be drawn on how well different

profiles performed in completely cloudy catidns. It also
H,: During an 8hour interval, there is a significant diffe implies that the application of this research is limited by its

ence in the amount of total daily power produced by tHgeographic location and the time of ogtésn. In addition to
curved and flat profiles the weather contions that may change from time to time,

a. Hg Muved=M the daily solar energy collection by vehicles deployed will
T o el T e be quite different because solar irradiation will be déffe
Ha- Murved 5 flaMm

b. At the 5% significance level, Hs rejected and, ther at different latitudes and in diffent months of thgear.

fore, the profile shape is associated with a significant

difference in the amount of total daily power produced. Wh|_le all components were sealed 1o prevent wa&ar_d
struction, they were not built to be waterproof. With the high

cost of the materials, and a limited window @portunity to

conplete the experimenho data collection was done during
iny days no conclusion can be drawegardingthe pe-

ormance ofdifferentprofiles during rainy contions. Ideal-

ly, both cloudy and rainyconditions should be tested more

thoroughly béore a specific profileof a solarcommuter

Ha: Mastwest 5 nortt&buth i i
b. At the 5% significance level, Hs rejected and here- vehicle can be determined

fore, the orientation is associated with significarft di
ference in the amount of total daily poweoguced by
the curved profile.

H,: During an 8hour interval, there is a sidicant differ-
ence in the amountfdotal daily power producedeb
tween curved profiles parked in East/West and i
North/South orientations.

a.  Hg Masywes™ Mhorthisouth

(2)0Op t i mal 0 Indiderge(AOl): A$ indicated in this
study, for these two specific profiles, a flat shape is more
effective in daily energy collection than a curved shape. The

Hs: During an 8hour interval, there is a significant diffe idea that the curved profile will have the best AOI at all

7 . times during the dais valid, but only applies to certainmpa
ence in the amount of total daily power produces .b els. As this study shows, the flat profiles still collected more

Rl’\friz}sélih %rr(i)eﬂrl]?;’tio?grked in  East/West and Inpower during thg morning gnd ag hours. While having
' a less than optial AOI during those two periods, the flat
. Ho' Masywest= Mhortrusoutn profile has the same light expos on all of its panels. This
Hal Mastwest,  noisoutn appears to be superior in power generation to the curved
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profile where just one, two, or even three out of the fiverants into the solar car race strive for. Its inferiority does not
panels experienced optimal AOI, and the otherdrgplittle  mean a future solar commuter vehicle is unattainable. What

to no solar gposure at all. it does suggest is that when increasing thetigle to allow
for a more spacious commuter vehicle, the designer is sacr
The curved profile 6 weakness is vi sfiibcliengdurhegvehecmedd!l ability

of the day when peak solar irradiation is available. This is grarked. In recognizing this fact, the designer must try to
important window of time that needs to be maximized tmaximize the flat area on the commuter vehicle that can be
improve total daily power generation. With a proper tilt a parallel with the earth.
gle, the flat profile is able to full utilize this time frame,
making the curved profile inferior in power generation. It Because of the restrictions on design, building an aésthet
was the thinking that the curved profile could possibly makeally pleasing solar commuter vehicle will be a challenge.
up for this inferiority during peak solar irradiation by xaa While future research should investigate designs with solar
imizing morning and afternoon sunlight, as wellthe direct panel tilt angles and percent coverage that fatbdmveen
and diffuse components of the solar irradiation during thie two tested in this study, the designers should alge co
course of a day. The finding of this study, however, was netder other options to reduce the impact of AOI. Aside from
able to cofirm such thought. changing the quantity of different angles used, &searcher
should also consider changing the percent coverage wf var
(3) Parking Location Parkingthe vehicle also becomes aing angles This study used a symmetricakjpaped curved
critical element in determining theest profile. In order to profile in an attempt to track the sun. Such a wddtogy
collect solar energy, the proposed vehicle must be parkeddid not prove as beneficial as one would have hoped. B
a location that is directly exposed to the sun. In urban arezsuse of this, future research should look at creating-asy
where such personal commuter vehicles might lptogled, metrical designs to test their efteveness. While it may not
parking structures usually do not provide langeovered address issues such as parking location or weather pattern, it
parking lots, not to mention that the shadow of nearbydbuil could increase the overall energy collection making it a
ings could block the direct sunlight. Some may argue thatorthwhile tradeoff.
commuters in such urban areas would take public trarssport
tion instead, but the low probability of always being able to While future research should investigate designs with a
park uner the sun is a substantial limitation. gles and percent gerage thafall in-between the two tested
in this study, researchers should also consider ofhténs
As the data shows, orientation has a significant impact dor minimizing the effects of AOI. Using modular arrays or
the curved profileds t ot alhidddraparelg thay areeployed enly durireytparking shouldi t h
extreme of North/South providing the best energy ctde. not be ruled out. Such a design could allimvan aesthét
While the flat profile did not exbit any significant diffe- cally pleasing appearance while still being able to maintain
ence when parked in the two different extreme orientationsigh levels of power generation. Designers should keep in
it is also known that avoiding a flat design is crucial tanind that focusing on functionality is the mostportant
providing the comfort and cargo space sought after in aspect to the success of such a vehicle. Building the ultimate
commuter vehicle. It appears that the ultimate soluties solar commuter vehicle will require that the designerear
sonmewhere between the two. Nevertheless, worrying aboftilly balance the efficiency of the solar array, thenfart of
parking orientation is likely to be the last thing a dailyneo the operator, as well as the safety of the vehicle on the road.
muter wants to be concerned with. Traffic and simplglfin The proper combination does exist and can only be exposed
ing a parking spot are likely to be more serious concernsith furtherresearch.
especidy in a highlypopulated area. Thus, reducing the

parking orientation6s i nipaRéfe?@ncbge vehiclebs ability t
lect power should be seriously caaered.
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CELLULAR AUTOMATA AND STATE SPACE
REPRESENTATION APPLIED TO URBAN L AND-USE
M ODELING : NORFOLK

Thongchai Phairoh, Virginia State University; Ayodegmuren, Old Dominion University; Keith Williamson, idinia State University

Abstract Cellular Automata

The combination of cellular automata (CA) and system White and Engelen [3] used CA to predict the evolution of
dynamics were used to predict the evolution of individudand-use developménThe area was divided into small sub
components in urban growth. Feasibility was also ¢desed regions referred to as cells. Each safion had its own
for use in the study of industrial or commercial growé: d state, which could be changed by effects of its present state
velopment. Numerical simulations were performed using thend those of neighborhood cells. For example, an area is
city of Norfolk, Virginia, as a test case. The simulatien r divided into a rectilinear grid. The giznay be vaed from
sults show that industrial activities aretdbuted around the 10 to 500 meters. Smaller sizes have smaller error in state

railroad representation, but higher computational times would be
required. Cell states most commonly represent land cover
Introduction and land use, but they may also be used to represent any

spatially-distributed variable. In keeping with the spirit of

simplicity of CA, applications most often adopt either

. . th
Urban change is a complex spatlal ph‘?r.‘ome”O” controll_ﬂi Von Neumann neighborhood (ststing of the four cells
by many factors. The geographical conditions of area, Soc'&irectly adjacent to the sides of the cell), or the Moore

economic status, infrastructure supply, demographic feat“rﬁéighbmhood (the eightdjacent cells), as shown in Figure
and the potential of population growth, planning and zonin '

constraints, environmental protection regulations as well as

group and individual behavior, all play a role in the process 1o yansition rules are the heart of CA. They represent
of urban development. The development of a predlctlye SLE]: logic of the process which is being modeled, ainds
endce Off urban s:}rucf;;e has peen fcf&grqctlgnzed by d& m temine theresultingspatial dynamics. Since they are as
tude of approaches a variety of disciplinary perspe ,ieq as the processes they represeigtdifficult to gene-
tives. Different approaches are dependent on how to tr e them. They may be simple, as in the "Game of Life" or
urban structure and urban change in terms of space and ti%ﬁ '

One int " thod is th ¢ collul : ta (CA atial voting modelsvherea cell takes the state of theam
ne interesting method is the use of cellular automata (CAjy ity state in its neighborhood, or complex: in the limit the

rule may consist of an entire sutodel. Rules éveloped to

. Eellul?r a“tOmf%ta hfave tWOI. Ch?fa‘ms that ma;]ke tlhem apply to neighbdhoods with a large cell radius will typically

:n ere_?Ly ?ttf[a.ctl[\r/]e t'g: application :0 dggc;grap 'ﬁa hsr(z_ represent local spatial processes that include a distance
ems. The first IS that they are, as noted, intrinsically spatl ecay effect. For exaple, a rule relating the future land use
the second is that they can generate very complex forms

f — | CA bined withz a cell to the actual land use within an eigéll radiuswill
means of very SImpie rules. was combined wi yuz represent the attraction and repulsion effects of the various
logic control to predict urban growff]. Fuzzy logic control

.. land uses in the neighborhood, but with an attenuation of the
was _used_to calculate_ the development of each cell. @al'_b%ffect of the more distant cells. In models of human systems
tion Is @ timeconsuming process in CA. To overcome th'sit is usually appropriate, or even necessary, to introduce a
”e!”a' network was utilized with CA to reduce the tirée I gy aqtic element into the transition process in orderpe ca
quiremen(2]. ture the effects of imperfect information and differences

. L . individuals.
This study usé the combination of CA and linear state among Indmdua’s

space model to predict the development of housingsiridu
al, and commercial activities in the area of interest.vias
used to find the transition possibility of the considered ce
as functions bits own state and the state in neighimod
cells. The linear state space equation represents thendyn
ics of each component in tiagea undeconsideation.

Again, noting thesimplicity of CA, applications mostfo

n adopt spatial modeling. In CA moddisne is normally
iscrete, with a simultaneous updating of all cell states after
the rules have been applied to each cell using the current
?:onfiguration. For many applicationghe appropriate time
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step is a matter of convenience; giggrations representing  The transition probabilities,p, , of any state varybe-

1 year may bedequate in a model of land use change. , o o
tween 0 and 1. The summation of transition probabilities in a

row equalsl.

Component Development

The changing of each component in the urban mads Linear State Space Model

considered in this studyAs well, Markov chain and linear The evdution of various components in the city,ge.

zt:éﬁ i%argeowgé?omﬁé?hizg dtotr?ée(fjilrcstbtrr(]jirmliﬂn;?lfcr)vm housing, industrial, and commercial developmeats re-
P ' éesented byhe Lotka-Volterra model

chain to predict the land use in the Zhujiang Delta of China,
and Lopez etal,, [5] used it to predict the landse changes .
in Moelia City, Meico. Aaviksoo[6] compared the first ¥ =KX +@ 9;XX;
and seconarder Markov chain to prediché plant cover i

and landuse types. The changing of components in the cevhere

lular-automata analysis is controlled by either Markov chairxi = population i

or linear state space systems. . S
k. X = the growth abiliy of population i

g; X% = environmerdl pressure or resource on
population i
g; XX, = the influence of population j on population i

i = the properties of the influence are varied by time

g; > 0 has promotical effects on population i, and if

gij < Othenthe action is inhibited.

Von NeumannNeighborhood Moor Neighborhood . -
Fi%ure 1. NeighborhoodCeIIg For more applicability, thextended Lotkavolterra model

can be represented [7], [8] as

Urban growth is considered in its own state by how Heve . .
oped it is i.e., is it urban, suburban, or ruRiThe factors of ¥ = kX +Q g; XX, +a @i XU
interest are distance betweeany givencell andwhether it i k
is urbanor suburbanaroad, expresswagr railroad; if there  where

Markov Chain a,, is coefficient varied by time

Markov chains are stochastic processes that can bepard Ne linearization model will be
eterized by empirically estimating transition probabilities
between discrete states in the observed systemsa Mar- #=Az+Bu
kov chain of the first order, the next state depends only on
the present state. In a Markov chain of second or higher avhere
der, the next state depends on th_e present stat(.e.and oNgyoE k +a i X0 +a a, U,
more of the previous states. The first order transition matrix A
can berepresentef4];

é,p11 P2 3 Prm
o_ePa P2 3 P

é4 4 6 4

e

&Pn1  Pm2 3 Pmmi
[pl p2 “'pn]futu:[g. pz pn]presF

& :a gij)ﬁod(j’i .
i

1) hj = ak. ay Xo

(e e el el

g, is the growth ability of population i, environment gre
sure or resource on population i, and the influence of pepul
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tion j on population;i @ is the influence of population j on tentials. As R 2 1, every cell in the array has nonzro

population j b”- is depended othe population.

As adiscrete modelit can be writteras
z(k +1) = Fz(k) + Gu(k) @)

The state will be number of housing, industrial, andhco
mercialunits This study usgthe Markov chairof Equation
(1) andthe extended btkaVoltera modelfrom Equation(2)
to control the population in the aresder consideration
The state status of each ostiscalculated using the CA.

State Transition
The next state of each cellascalculated using

the transition potentidB];

hk.,d

a .. Q
R :sjajsg+ a Mglh8tH;
(; =

where
Pj = the transition potential from staitéo statg
Mg = the weighting parameters applied to cells in
statek in distance zond
h =the index of cells within a given distance zone
Ihd =1, if the state of celh = k, otherwisel,4= 0
S = suitability of the cell state fgr, 0¢ s; ¢ 1
° ~ 1
ibility b i -3 + D 8
a, = accessibility by transportatioa; = % 7 o
¢ I~
dj = the coefficient expressing the importaraf
accessibility for desirability of the cell for land
usej
D = Euclidean distance from the cell to the nearest
cell of the network.
H; = inertia parametei]; > Oif i = j
S = a stochastic disturbance term
S=1 4 InR?

where 0 < R <1 uniform random variation@ is a @ram-
eter that allows control of the size of the stochastitupea-
tion.

chance of transition. In general, cells within the neighbo
hood are weighted differently depending on their state and
also on their distance from the reference cell, andmhe
may be specified to represent, for example, a standaat neg
tive exponentibdistancedecay redtionship. Vacant cells do
not receive a weight anthus do not contribute directly to
the transition potential.

At each iteration, sufficient cells are converted to each use
so that the net increase in the number of cells in each n
vacant state is equal to the exogenously specified increase,
N; (i = H, I, C). The cells converted to each state are those
with the highest potentials for that state. To begin with
commerce, thé\, cells with the highest potentials forroe
merce are iddified. If some of these cells are also in the
lists of the cells with the highest potentials for industry or
housing then those cells will change to commercial. If for
industry, some of the cells are also in the lists of the cells
with the highest poteiatls for housingthen those cells will
change to industrial.

Numerical Simulations

The city of Norfolkwasthe test case for the study. The
aerial photo is divided inta 623 100square grid. The rhi
road, road, bridge and river are mage the grid, as shown
in Figure 2. The transition weighting parameters are the
same aghose found byhite et al., [9]. The simulations
wereperformedusing MATLAB.

G, i, B, i S R
ot S s e e | Vacant
R
! i LT 1T i! Ul ﬂ ::: Iﬁ ! RiVer
i i i i L L
L i R # - Road
n Tt ias IR N
2 i g Road and
i i H ) . Bridge
o T | Road and
S ) B rail road

o 20 30 40 50 B0 D 80 90 100

The stochastic S has a highly skewed distribution so that Figure 2. Railroad, Road, Bridge, and River
most values are near unity, and much larger valuearocc

only infrequently. Most of the potential®; , are close to

their unperturbed deterministic values; i.e., the transition
parameters dominate the determination of the transitien p
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Figure 3. Initial Condition

The frst-order Markov chain transition matrix is

€0.9 0.06 0.03 0.01g
eoo 0.8 0.1 013
eoo 05 04 01U

.0 0.6 032 0.08

The results ofthesesimulations are the same &® the
linear system representation.
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Figure 4. 20" Iterations
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Figure 5. 50" Iterations

Forthelinear system representatidhelinear system
parameters are
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Numerical simulation results are shown in Eigures 37.
Figure 3 is the initial condition for simulation. Figures 4, 5,
and 6 show the distribution of housing, indigtrand con-
mercial sitesat the 20", 50", and 108 iteration respetive-
ly. One iteration representsoneyear change of the oo
partment. Figure 8 shathe number of each comparents
history.
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Figure 6. 104 Iterations
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Conclusions [9] White R., Engelen G., and Uljee |. 1997. The use of
constrained cellular automata for higksolution
Urban land-use dynamics can be divided into two parts moceling of urban landise dynamics, Environment

cell state change, which is dependent on neighborhood cells ~ and Planning B, 24, pp32343.
and the total landise of each compartment. The linear state

space mdel is more flexible to use than the Markov chailBiographieS

model for the prediction of the past growth data. For linear

state model representatianis easy to change the new equ THONGCHAI PHAIROH received the B.Eng. and M.

librium of the state of each compartment. In this studiy, CeEng. degree in Mechanical Engineering from the King
lular automatavere usedo predict the area of each cell a”dMo ngkut o6s lnstitute of Technol

state space to reggent the number of each compartment gy i, 1986and 1997 respectively, and the Ph.D. degree in
each poinin time. Whenit becomes necessary change the \1ochanical Enipeering from the Old Dominion University,

equilibrium points, the state space equation is easierto Mo ok, VA 2006. Currently, He is an Assistant Professor

nipulate tharthe Markov chain. If moreaccurate predicti ¢ Technology at Miginia State University. His research
are neededhe identification should be done to find paem .55 include instrumentation, cantsystems, system rde

tersused inthe CA and state space equason eling and system identifation. Dr. Phairoh may be reached
attphairoh@vsu.edu
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AUTOMATIC FACIAL EXPRESSIONRECOGNITION
USING 3D FACES

Chao Li, Florida A&M University; Antonio Soares, Florida A&M University

Abstract such as eyelids, eyebrows, nose, lips and skin textures, often
revealed by wrinkles and bulges. Typical changes of musc

. . . . . lar activities for spontaneous expressions lbrief, usually
Automatic facial expression recognition has gained MuQlhyeen 250ms and 5s. Three stages have been defined for

at_tent_ion_during the last decade because of its poteytial %ach expression: onset (attack), apex (sustain) afstof
plication in areas such as more engaging hwr@amputer g

. ) ) ; o elaxation). In contrast to these spontaneous expressions,
interfaces. Automatic facial expression recognition is a su osed or deliberate expressions can be found veryncn-

area of face analysis research that is based heavily dn Mg{ i, gia| interactions. These expressions typically last
ods of computer vision, machine learning, and image prlonger than spontaneous exggiens

cessing. Many efforts either toeate a novel or tanprove '

existing face expression recognition systems are, s, i A ;iomatic facial expression recognition has gained more

€and more attention recently. Facgpeession recognition

. . Mbals with the classification of facial motion afatial fea-

3.D range Images. In_ th's paper, the development allgm ... ture defornation into abstract classes that are purely based
rithm designed to distinguish between neutral and smili visual information [3]. It has various potential apalic
faces is outlined, along with a summary of its experimenlt-rﬁlggnS in improved intelligence for humawmputer intefac-

verification with a database cp_ntaining 30. subjects, wh s, image compression and synthetic face animatioro-Aut
pos_ed for_both neu;ral and s_mllmg EXPIessIons. ASMB:CO e face ecognition can be used to build an irggint
parison with 2D fadll expression recognition, a PCA aig tutoring system [4]. Facial expression recognition can also

rithm was u_sed to exa_c_t features from 2D images to *?e “S&Q used to detect drowsiness of a driver to prevent car acc
for expression recognition. Results show that 3D facial € dents 5]

pression recognition outperforms 2D ones.

. Currently, all existing face expression analysis andgeco
Introduction nition systems relyprimarily on static images or dynamic
videos. A number of techniques were successfully developed

In humanto-human dialogue, the articulati@nd percp- Using 2D static images or video sequences, including m
tion of facial expressions form a mmunication channel chine vision techniques {8]. Although some systems have
that is supplementary to voice and which carries crunial jbeen successful, performance degtiath remans when
formation about the mental, emotional and evensighy handling EXpI'ESSiOI’\S with Iarge head rotation, subtle skin
states of the conversation partners [1]. As a basic mode Bpvement, and/or lighting change with varying tposs [9].
nonverbal commnication among people, the facial expre Recently, with the development of 3D imaging technology,
sion of another person is often the basis by which we forfast and cheap 3D scanners became available. 3D scans do
significant opinions on such characteristics as friendlinesgot have theriherent problems cited above for 2D images.

trustworthiness and status. Facial expressions convey infd herefore, the extraction of features from the facesxis e
mation about emotion, mood and idea pected to be more robust, which will make the final espre

sion recognition more reliable. In this study, 3D rangeg-

Ekman and Friesen [2] proposed six primary emotion§s were used to assess the praciicaiof 3D facial expres-
Each emotion possesses a distinctive content together witBl@n recogrtion.
unique facial expression. These prototypical emotionsd di
plays are alsoeferred to as basic emotions. They seem to be Also in this study, one specific facial expression, social
universal acroshiuman ethnicities and tures. These six SMile, was used to test a 3D expression recognition system.
emotions are happiness, sadness, fear, disgust, surprise #n@ur experiment, the authors sought to recognize social
anger. Together with the neutral expression, these sev@hiles, which were posed by eaclbject, in their apex e

expressions also form the basic prototypica| facial SepreriOd. Smlllng is the easiest of all eXpreSSionS to find iQ'ph
sions. tographs and is readily produced by people on demand. 3D

range images were used for smiling recognition. In order to
Facial expressions are gertex by contractions of facial compare 3D facial expression recognition with 2D d&ci
muscles, which result in temporallgfdrmed facial features
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expression recognition, a 2D facial recognitionoalhm
was also employed for the database.

Data Acquisition and Processing

For purposes of this study, a database including image
from 30 subjects was built. In this database were includec
smiling faces, as well as neutral faces from the sane su
jects. Each subject participated in two datauisition ss- _
sions, which took place on two different days. In ead se . i
sion, two 3D scans were acquired; one, a neutral expressio e
the other a happy (smilingxpression. At the same time, 2D
images were also obtained from the same subjects. The 3
scanner used was a Fastscan 3D scanner from Polhemus I e’ 0
[10]. The accuracy of this scanner is specified as Imm. The  Eigyre 2. Mesh Plot of the Converted Rangel mage
resuting database contained 60 3D neutral scamd 60 3D
smiling scans for the 30 subjects. There are also corrdspon
ing 2D images for each 3D scan. Figure 1 shows an example_.
of the 3D scans obtained using thisrste. ‘

Figure 3. lllustration of the Features of aSmiling Face

Feature Etaction and Classification

X

Figure 1. 3D FaceSurface Acquired by the 3D Scanner The smile is generated by the contraction of theofya-

ic Major muscle. The Zygomatic Major originates in the
cheek bone (Zygomatic arch) and ends near the corner of the
uth. This muscle lifts the corner of the mouth oldigu

In 3D facial expressiomecognition, registration is a key
pre-processing step. In this experiment, a method based
the symmetric property of the face was used to register the
face image. In converting the 3D scan from a triangulateed

rzngf:]mfomi te;Or i]trearn%(lea;_rgr?geavsvnhsg dsalT[?’]Iam)tl’?)r\(;:lbl()f a smile are the bulge of the cheeksnla and the uplift of
: » 1T interpolation was u [11] ! Y: _the corner of the mouth, as can be seen in Figure 3. The line

the scanning process will result in face surfaces containn&gl the fae generated by a smiling expression is called the
unwanted holes, especially in the area covered by dark hf?'l&sal labial fold. or smile line

such as the eyebrows. To circumvent this problem, the cubic
spine interpolation method was used to patch the holes [11].
An example of the resulting 3D range image is shown i[h
Figure 2.

The following steps are followed to extract the features for
e smiling expression from a 3D range faciahge:

1 An algorithm is developed to obtain the cdinates of
five characteristic points (A, B, C, D and E) in the face
range image, as shown in Figure 3. A and D are at the
extreme points of the base of the nose. B and E are the

AUTOMATIC FACIAL EXPRESSIONRECOGNITIONUSING 3D FACES 31

pwards and | aterally, produci
Xpressiono. So the most disti



points defined by the corners of the mouth. C is in the
middle of the lower lip.

h6 +h7+h8+ h9+ h10

1 The frst feature is the width of the mouth, BE, notma hr = hL+h2+h3+h4+h5 @
ized by the length of AD. Obviously, while smiling the
mouth becomes wider. The first feature is represented,_ . .
by mw, hm=i i =arg{max ()} )

1 The second feature is the depth of the mouth (the di )
ference between the Z coordinatespoints BC and  In summary, six featurésmw, md, Ic, ag, hr andhmd are
EC) normalized by the height of the nose to capture ti@tracted from each face for the purpose of expression
fact that the Sm|||ng expression pu”s back the moutﬁ_ecognltlon. After the features have been eXtraCtEd, this b
This second feature is representedri comes a general classification problem. Twottgra

1 The third feature is the uplift of the corner of thec!assificatiqn m(—?thods are applied to recognize the expre
mouth, compared with the middle dfet lower lip, d1  Sion of the icoming faces.
and d2, as shown in the Figure 1, normalized by the . o N ) o
difference of the Y coordinates of points AB and DE, 1. Linear discriminant classifier: (Linear Discriminant
respectively, and representedlby AnalysisLDA)

1 The fourth feature is the angle of AB and DE with the ) ) o )
central vertical profile, represented g, LDA tries to find the subspace that best discriminatés di

1 The last two features are extracted from the semicirc/erent classes by maximizing the betwedass scatter &
lar areas, which are defined by using AB and DEias drix, §,, while minimizing the withirclass scatter matrix,
ameters. The histograms of the range (Z coordinate ; P :
of all the points within these two semicircles are galc a” , in the projective subspacSN and SD , are defined as
lated. follows,

Figure 4 shows the histogres for the smiling face and the _ L .. C C.,C C.+
neutral face of the subject shown in Figure 3. S, =a ' (X - m)(X - m)
i=1 Xkl Xi (3)

Figure 4. Histogram of range of cheeks for neutral and snhing

The two figures in the first row are the ligtams of the
range values for the le€heek and right cheek of the neutral WwWT SDW
face image; the two figures in the second row are the-hist W =argmax———
grams of the range values for the left cheek and right cheek

200

100

12 34567 8 910

12 23 456 7 8 910

200

100

100

face

of the smiling face image.

12 3456 7 3 810

0
12 3 456 7 8 8310

Sn zéni(f%- r%)(r%_ r%)T
= @)

where M is the mean vector for the individual class, is

the number of sapies in classX;, M is the mean \eor

of all the samples andl is the number of classes.
The LDA subspace is spanned by a set of vectors, Wé; sati

fying

_
WTS,W ©

2. Support Vector Machine (SVM):

From the above figures, one can see that the range hist

grams of theneutral and smiling>@ressions are different.

Support vector machine is a relatively new ted¢bgg for

The smiling face tends to have large values at the high epdssification. It relies onrpprocessing the data to represent
of the histogram due to the bulge of the cheek muscle. QRtterns in a high dimension, typically much higher than the
the other hand, a neutral face has large values at the low @pglinal feature space. With an appropriate nonlineap-ma
of the histogram distributn. Therefore, two #ures can be ping to a sufficiently high dimension, data from two cate

obtained from

rati oo,

ma X i mu nmeéentedroyanp r

. categ
the histogr afes$can day be separbité!by & Kypefp/ia® INGnisi st og

rarpr eventoeadheby i s

Csiidy,! e 41BSVAN BrogPath patkade 913]8wE% usednte i
plement the support vectorashine.
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In order to compare the 3D facial expression algorithmh h o rssndptioa that because of the advantages ofr8D i
with the 2D facial expression algorithm, the correspondingges, a 3D facial expression recognition system shouid pe
2D images were used for expressionoggution. First, 2D form better than its 2D counterpart.
images were cropped to just keep the face part, elimma
the hair and other artifacts in the 2D image. Then, instead of
extracting features from 2D images iitively, as in 3D face
expression recognition, Principal Component Analysi
(PCA) was used to ext magest the fifeatureo from 2D i
[14].

PCA

PCA seeks a projection that best represents the data in a
leastsquare sense. In PCA, a set of vectors ampoted
from the eigenvectors of the sample covariance matrix, C,

e % C C)T
C= a (Xi -m (Xi -m Figure 5. Facial Expression Recognition Result
= (6)

whereMis the mean vector of the sample set. The eigen!t should also be noted that this experiment, asemptt-

. . ed,pursues the recognitsoomnsed. i:
space, Y, is spanned by k eigenvectdi Uy, -, U . €O i oans that the recdtjon is being attempted without
responding to the k largestgen values of the covariance prior knowledge of the neutral facial expression of a subject.
matrix, C. It is always more difficult to recognize absoluteial ex-

pressions, withaureferring to the neutral face of a given
= - (7)  subject. In many real scenarios, the knowledge of the neutral
expression of a subject could be incorporated and the alg
. . . . rithm modified in order to achieve better performance.
The dimensionality of vector is K (K<<M).
These K Eigen values Wvgegesrert]%ees Afeaturesodo in 2D i
?asc;ia;ll—gig’reﬂsfiosnarrzgoggi/tai\ognd SVM ineds are used for [1] Wh ite h_iAlhtdmatig RealTimefFacial Expres
sion Recognition for Signed hguage Transl at

. Master thesis, Univsity of West Cape, South Afirca,

Experiments and Results 2006.
[2] Ekman, P. , aCodstaftyacress @iltures W, i
Because the size of the database was relatively small, the i n t he f ac eJownaldf Persoaalitiand n o ,
leave-oneout cross validation method was used to test the Social Psychology7(2): 124129, 1971.
facial expression recognition algorithm. The images of 28] Fasel , B., Luettin, J. ., fi Al
subjects were used to train the classifier, which was usedto anal ysi s: a s wnitore3d. @5927B,at t er
recognize the expression of the one remaining subject. The  2003.
results of recognitin hits shown below are correct expre [4]  Whitehill,J, Bartlett,M and Movellan,J, "Automatic
sion reognition (either neutral or smiling), divided by the Facial Expression Recognitionrfontelligent Tuta-
total number of trials. ing Systems"Proceelings of the CVPR Workshop on
Human Communicative Behavior Analys&008.
; ; ; [51 Vural,E, Cetin,M, Ercil, A, Littlewort, G,Bartlett, M
Discussion and Conasion and Movellan,J ,AAutomated
i mproved driwiind ng &fl eaCpodn.f . P

From Figure 5, it can be seen that both classifiers (LDA & tive Technologies. 2008.
SVM) achieve very good faciakpression reggnition rates Donato,G, Bartlett, M, Hager,J, Ekman, P and
for 3D images; both being more than 90%. Otherwise, for Sd nowsKki T
2D images, the recognition for both classifiers is around Trans. PAMI, 21(1,0):974)8,9, 1999,
80%. 3D images have achieved significantly better reieogn
tion rates than 2D images. This result is in line with the a

AUTOMATIC FACIAL EXPRESSIONRECOGNITIONUSING 3D FACES 33

ACl assi fying



