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EDITOR'S NOTE 

Philip Weinsier, IJERI Manuscript Editor 

The editors and staff at IAJC would like to thank you, our readers, for 

your continued support, and we look forward to seeing you at the upcoming 

IAJC conference. For this fifth IAJC conference, we will again be partner-

ing with the International Society of Agile Manufacturing (ISAM). This 

event will be held at the new Embassy Suites hotel in Orlando, FL, Novem-

ber 6-8, 2016. The IAJC/ISAM Executive Board is pleased to invite facul-

ty, students, researchers, engineers, and practitioners to present their latest 

accomplishments and innovations in all areas of engineering, engineering 

technology, math, science, and related technologies. 

 

In additional to our strong institutional sponsorship, we are excited this 

year to announce that nine (9) high impact factor (IF) ISI journals asked to 

sponsor our conference as well, and wish to publish some of your best pa-

pers. But I would be remiss if I didnôt take this opportunity to remind you 

of the excellent impact factors (Google Scholar method) for our own three 

journals. The International Journal of Modern Engineering (IJME) has a 

remarkable IF = 3.00. The International Journal of Engineering Research 

and Innovation (IJERI) has an IF = 1.58, which is noteworthy, as it is a 

relatively young journal, only in publication since 2009. And the Technolo-

gy Interface International Journal (TIIJ) with an IF = 1.025. Any IF above 

1.0 is considered high, based on the requirements of many top universities, 

and places the journals among an elite group. 

 

Selected papers from the conference will be published in the three IAJC-

owned journals and possibly the nine ISI journals. Oftentimes, these pa-

pers, along with manuscripts submitted at-large, are reviewed and pub-

lished in less than half the time of other journals. Publishing guidelines are 

available at www.iajc.org, where you can read any of our previously pub-

lished journal issues, as well as obtain information on chapters, member-

ship, and benefits. 
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decades, provided they are properly designed, inspected, 

and maintained [4]. According to the American Society of 

Mechanical Engineers (ASME) B31, Standards of Pressure 

Piping, a pipeline integrity management system is a manda-

tory process for assessing and mitigating pipeline risks [5, 

6]. A strong corrosion management system starts with effec-

tive inspection, including effective corrosion monitoring 

and detection. 

 

The most commonly used pipeline inspection methods 

include pigging, hydro-testing, external corrosion direct 

assessment (ECDA), and internal corrosion direct assess-

ment (ICDA) [7-12]. However, there are downsides for ex-

isting inspection techniques. Most of the testing approaches, 

such as pigging and hydro-testing, are very expensive and 

can only be conducted periodically, providing only a snap-

shot of the corrosion situation. Direct excavation of the 

pipeline to examine its condition can be very expensive and 

time consuming, and may cause secondary damage to coat-

ings. The sensitivity of pipe-to-soil potential testing is rela-

tively low, and the potential value is dependent on the resis-

tivity and moisture content of the soil. Other recent research 

on external detection methods involved electrochemical 

testing equipment, which increases the cost of inspection, 

thereby making practical applications difficult [13-18].  

 

Corrosion can occur in a multitude of conditions, greatly 

complicating the detection and monitoring process. A novel 

type of smart corrosion tag using RFID technology was 

developed in this study that showed superior advantages.  

 

This tag is 

a) a continuous, real-time monitoring wireless non-

contact system that streams constant signals regard-

ing its current corrosion status from which appropri-

ate maintenance decisions can be made. 

b) inexpensive, expendable, and simple to deploy with-

out interfering with existing onsite activities.  

c) able to be monitored onsite on a regular basis with 

simple equipment and training. 

d) universal and deployable in all ranges of conditions, 

including environmental conditions, operating condi-

tions, geometries, locations, and materials. 

 

Abstract 
 

Pipeline corrosion causes many incidents every year re-

sulting in fatalities, injuries, and millions of dollarsô worth 

of property damage. In order to maintain pipeline integrity 

and reduce the risk of having substantial pipeline incidents, 

a novel type of smart corrosion tag was developed by the 

authors in this current study. By using radio frequency iden-

tification (RFID) technology, the smart corrosion tag is able 

to provide continuous, real-time wireless monitoring of ex-

ternal pipeline corrosion. The effectiveness of the tags was 

verified in a custom-made environmental chamber with 

temperature, humidity, flow control, and electronic control. 

An on/off tag design was selected for its potential use in 

early detection of external pipeline corrosion, corrosion 

resistant coating failure, or indication of a corrosive envi-

ronment. The corrosion rates of metal samples in soils with 

different pH levels were tested in order to provide a refer-

ence of the corrosion rate of the antenna of the RFID tag. 

 

Introduction  
 

Corrosion is a major problem across industries with annu-

al direct costs of approximately $1.8 trillion [1]. A corrosion 

study conducted by the U.S. Federal Highway Administra-

tion states that the direct corrosion cost is equivalent to 

3.1% of the nationôs gross domestic product (GDP) from 

1999 to 2001 [2]. It is also one of the leading causes of 

pipeline failures in the chemical, oil, and gas industries. A 

current statistic on significant pipeline incidents from the 

Pipeline and Hazardous Materials Safety Administration 

(PHMSA) shows that from 1995 to 2014, there were 1096 

significant incidents involving pipeline corrosion [3]. 

Internal corrosion, external corrosion, and stress corrosion 

cracking are the three major types of corrosion failures in 

pipelines. About half of the incidents are caused by external 

pipeline corrosion, which occurs due to the interaction be-

tween the environment and the exterior of the pipeline. 

 

Pipeline corrosion will inevitably occur; therefore, proper 

management is crucial in order to control and mitigate prob-

lems that stem from corrosion. Experience shows that pipe-

lines can continue safely serving the needs of industry for 
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RFID is a wireless sensor that detects electromagnetic 

signals. Two of the main advantages are that it can detect 

and store data in real-time and that it does not require hu-

man involvement [19, 20]. Typically, RFID systems include 

three components: an antenna, a transceiver, and a 

transponder with a unique identifier. The RF signal can be 

transmitted wirelessly over large distances through obsta-

cles, thus providing the penetrating capability required for 

non-contact detection of corrosion.  

 

RFID smart tags are either active, semi-active, or passive 

[21]. The smart RFID tags in this study were passive tags, 

which were not equipped with an internal energy source 

(such as batteries). Thus, it is a simple solution for continu-

ous corrosion monitoring. As illustrated in Figure 1, the 

smart RFID tags can emit signals to detect the existence of 

pipeline corrosion by placing the RFID tags close to moni-

tored locations on demand. The black wave represents the 

incoming radio wave from the reader. Under normal operat-

ing conditions, the RFID tag antenna receives the signal and 

powers the microchip. The microchip at a normal site then 

responds with a normal radio frequency signal (blue color 

waves in Figure 1). If the tag becomes corroded, the antenna 

can still receive the signal; however, the connection between 

the antenna and the microchip will be severed, preventing 

the microchip from receiving power and, therefore, respond-

ing, thus creating an on/off design. The change in respond-

ing signal allows corroded sites to be detected. The continu-

ous signals from the RFID tags are then monitored and used 

as corrosion indicators.  

Figure 1. Conceptual Representation of Using Integrated RFID 

Corrosion Tag for Corrosion Monitoring under Insulation 

 

Because radio frequency (RF) signals cannot penetrate 

metal, the application of RFID tags focuses on external 

pipeline corrosion detection in various conditions, such as 

underground and under insulation. They can also be used as 

an indication of a corrosive environment. External corro-

sion, high moisture content, poor drainage, and high salt and 

oxygen content of the soil tend to increase corrosivity [22, 

23]. Thus, the tags provide an indication of the corrosivity 

of the soil, which is a leading indicator of coating failure. 

 

Materer and Apblett [24] used RFID as a corrosion indi-

cator with a tag design that used low-frequency RF. Alt-

hough, this provided a novel solution for corrosion detec-

tion, it also had some limitations, due to the fragile design 

of the tag and the fact that low-frequency RF has a very 

short effective range. The tag designed in this study pro-

vides three factors that increase its effectiveness in real-

world pipeline corrosion detection. The first is the use of 

ultra-high-frequency (UHF) RF, which increases the effec-

tive range up to 20 meters, making it much more applicable 

for buried pipelines. The second is a more robust tag design 

that cannot be severed by ground movement, causing a false 

corrosion indication. The third is the adjustable antenna 

thickness, which allows multiple tags of different thickness-

es to be employed in the same environment, providing a 

multiple-point sample of soil corrosivity with less margin 

for error. 

 

Material and Methods 
 

RFID Tag Information 
 

The RFID tags used in this study were passive UHF tags 

that follow the RF specification electronic product code 

(EPC) Gen 2/ISO 18000-6c standard with 96- or 512-bit 

memory and operate in the upper band (860-960 MHz). The 

tags were manufactured with the Alien Higgs 3 Standard 

Gen 2 UHF chip and Lincoln Electric SuperArc L-56 wires. 

When compared to other frequency bands that are typically 

used in RFID applications, such as 13.56 MHz and 125-150 

kHz, UHF tags have superior distance performance in harsh 

environments with a higher data transfer rate, which is fa-

vorable for practical applications. Moreover, these RFID 

tags are very robust, designed for heavy duty tasks, and are 

easily attachable to the host objects by various methods 

such as adhesive, tape, Velcro strap, or zip-tie. 

 

Two types of RFID smart tags were designed and tested 

in this study. Figures 2(a) and 2(b) show the schematic de-

sign and the physical picture of a pristine RFID tag. The 

chip is not protected, and the antenna is made of tightly 

twisted metal wires. Figures 2(c) and 2(d) show the sche-

matic design and the physical picture of an on/off RFID 

smart tag. There is a corrosion-resistant plastic coating (HIX 

Polyolefin) covering both the chip and a majority of the 

antenna, with the exception of a small section of exposed 

antenna adjacent to the chip (the exposed section is approxi-

mately 1 cm long). In both tag designs, the total length of 

the tag is 17 cm and the chip is about 1 cm. The materials of 
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the antenna are alloys that are used in pipeline construction 

and, hence, the corrosion rate of the antenna is representa-

tive of the corrosion rate of the pipeline. However, other 

types of materials can also be employed. 

(a) Schematic Design of a Pristine RFID Tag 

(b) A Pristine RFID Tag 

(c) Schematic Design of an On/Off RFID Tag 

(d) An On/Off RFID Tag 

 
Figure 2. Schematic and Picture of RFID Smart Tag Design 

 

UHF passive RFID tags operate on the convention of 

transferring power between the reader and the tag. The first 

half of the communication between reader and tag is execut-

ed by the radiation of radio waves from the reader to the 

tagôs integrated circuit. The other half is the backscatter tag 

to the reader, which is measured by a quantity known as the 

received signal strength indicator (RSSI), also referred to as 

the backscatter power of the tag. In free space, the power 

received by the reader can be expressed by Equation (1) [25, 

26]: 

 

(1) 

 

 

where, Pt is the power transmitted by the reader; PRSSI is the 

power received by the reader antenna; Gt, gt, and Gr, gr are 

the gains of the reader and tag transmit and receive anten-

nas, respectively;  ːis a reflection coefficient of the tag; ɚ is 

the wavelength of the reader signal; and, d is the distance 

from the reader. 

 

It was assumed that a more highly corroded tag would 

require a higher transmitted power in order to power on the 

tag, and that consequently the tagôs RSSI would be dimin-

ished as well. 

 

Environmental Chamber 
 

A corrosion environment chamber was designed and con-

structed, which consisted of a chamber, temperature and 

humidity sensors (Vernier stainless steel temperature probe 

sensor and Vernier relative humidity sensor), UHF RFID 

reader/antenna (Impinj Speedway Revolution R420 RFID 

reader), a data acquisition board (Vernier SensorDAQ), and 

a custom-designed graphical user interface (GUI) software 

package. Figure 3 shows the schematic of the environmental 

chamber and a picture of the chamber. The chamber meets 

American Standard for Test and Measurement (ASTM) 

B117 standards. The Speedway UHF RFID reader is con-

nected to a single antenna with power output between +10 

and +30 dBm. The dimensions of the chamber are 31 cm Ĭ 

76 cm Ĭ 48 cm (LĬWĬH). The reader uses a frequency-

hopping modulation, as defined by Federal Communications 

Commission (FCC) part 15.247 rules on digital modulation 

[27]. The hopping range for this device is the 902 ï 928 

MHz band.  

 
As Figure 3(b) shows, there are six locations from 1 to 6 

in the sample stage and a maximum of six RFID tags can be 

monitored in each experiment. The vertical distance from 

the reader to the sample stage is 66 cm. The GUI was de-

signed based on LabVIEW virtual instrument (VI) program-

ming for continuous temperature and humidity control and 

data acquisition. 

 

Experimental Setup 
 

The RFID tag experiments consisted of three parts: char-

acterization testing, corrosion simulation testing, and corro-

sion testing. In order to use the RFID tag to monitor corro-

sion, a correlation between the corrosion conditions of the 

RFID tag antenna and the tag signal was required. First, the 

impact of major environmental conditions (i.e., temperature, 

humidity, position, and location characteristics) on tag sig-

nal were tested during the characterization testing in order 

to understand the feasibility of the RFID corrosion monitor-

ing system. The next objective was to correlate RFID tag 

antenna corrosion with tag signal. In the preliminary stage, 

the simulation of RFID tag corrosion was accomplished by 

manually cutting the antenna. This corrosion simulation 

process allowed for quantification of the effects of physical 

2 2
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Table 1. Experimental Variables of RFID Tag Testing 

After the experiments with the RFID tags, the corrosion 

rate measurements of commercial metal coupons in both 

acid solution and acidified soil were conducted to under-

stand the pattern of corrosion and give a reference for the 

corrosion rate of the antenna of the RFID tag. The corrosion 

rate measurements were performed using gravimetric 

weight loss measurements. 

 

The corrosion coupons, made from G1020 alloy (steel 

alloy, İò x 3ò x 1/16ò, glass bead finish), were procured 

from Metal Samples Inc. Before the experiments, the ex-

posed surface of the metal coupon was mechanically abrad-

ed with 150- and 100-grain sandpapers, and then washed 

with Millipore (Milli-Q) water, degreased, and dried. Acid 

solutions with concentrations of 1.25%, 2.5%, and 5% were 

prepared by mixing sulfuric acid (ACS grade BDH catalog 

number ï BDH3072) with Millipore water. The soil used in 

the tests was obtained from the areas surrounding the cam-

pus buildings (Jack E Brown Engineering Building, Texas 

A&M University). The coupons were buried in the acidified 

soil (200 cm3 of soil mixed with 40 ml of dilute sulfuric 

acid) and sealed. There were six time points measured at 

three concentrations, as illustrated in Table 2. After the ex-

periment, oxidation deposits on the surface of the metal 

coupon were removed by carefully sanding the surface with 

150-grit sandpaper before drying and weighing. 

  

Results 
 

RFID Experiments 
 

Because the RFID reader implements FCC mandated fre-

quency hopping in the 902-928 MHz band, there were slight 

variations in the RSSI. Figure 4 shows a typical RSSI in the 

changes of the tag on RSSI and tuning frequency. During 

corrosion simulation testing, the RFID tags were placed in 

an acidic environment to test the effectiveness of corrosion 

monitoring. The corrosion test of RFID tags in an acid solu-

tion was accomplished by immersing the antenna parts in 

the acid solution, while keeping the chip exposed in the air. 

The realistic corrosion testing of the RFID tags was accom-

plished by directly embedding the tags in acidified soil. Ta-

ble 1 shows all six experimental variables. 

(a) Schematic of the Environmental Chamber 

(b) Environmental Chamber with Tag Locations Marked 

 
Figure 3. Front View of Chamber Design and Real 

Environmental Chamber 

 

For each test, a similar protocol was used. Six RFID tags 

were placed on the sample stage inside the environmental 

chamber, as shown in Figure 3(b). The time of each experi-

ment set was two hours, resulting in around 1400 RSSI data 

points for each RFID tag. The RSSI was analyzed by taking 

the mean, the standard deviation, and the range of the data.  

RFID testing Variable Descriptions 

Characteri- 

zation tests 
Temperature 20 0C, 25 0C, 30 0C, 35 0C 

 Humidity 30 %, 60 %, 100 % 

 
Reader-tag 

Distance 
50 cm, 66 cm 

Corrosion 

simulation 

testing 

Length of tag 

(Pristine RFID 

tag) 

17 cm, 16 cm (cut from one side), 

15 cm (cut from two sides),é1 

cm (cut from two sides) 

 

Length of tag 

(on/off RFID 

tag) 

17 cm, 10 cm (cut from one side), 

3 cm (cut from both sides) 

Corrosion 

testing 
Acid 

H2O, H2SO4 Solutions (1.25%, 

2.5% and 5%), and acidified soil 
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experiment. In this experiment, the mean, standard devia-

tion, and range of the data were recorded. The standard de-

viation of the signal fluctuated across different individual 

RFID tags (in a range of Ñ4 dB).  

 
Table 2. Acid Concentration Added to Soil and Time Points 

Figure 4. RFID Tag RSSI Signal Response 

 

Figure 5 shows the effects of temperature and humidity 

on RSSI for the on/off RFID tag design. Temperature in the 

range of 20-35ÁC had no significant effect on the reading, 

and humidity in the range of 30%-100% had only a minor 

influence on the signal reading, considering the inherent 

variance of the data. Overall, the 100% humidity data were 

lower in locations 4 and 5, dramatically lower in location 6, 

higher in location 1, and higher at the expected value in 

locations 2 and 3. Additionally, the shape of the data at all 

three humidity values matched the expected shape, leading 

to the conclusion that humidity is also not a significant fac-

tor in RFID tag performance.  

 

The corrosion simulation experiment results showed that 

the correlation between the RSSI of RFID tags and the an-

tenna length was very weak. Variance existed among differ-

ent RFID tags; however, the results of the pristine RFID tag 

showed that the RSSI of a single tag would generally de-

crease upon the decrease of the antenna length, and no sig-

nal could be detected when the antenna was cut by more 

than 3 cm at both ends with a distance of 66 cm between the 

tag and reader. The on/off RFID smart tag was deactivated 

when both sides of the exposed parts of the antenna were 

cut, and no RSSI could be detected when the distance be-

tween tag and reader was larger than 1 cm.  

(a) On/Off RFID Tag at 25C̄  

(b) On/Off RFID Tag at 30% Humidity 

 
Figure 5. Effect of Temperature and Humidity on On/Off 

RFID Tag RSSI  

 

In the corrosion simulation testing, the results did not 

follow a specific trend. In theory, any shortening of the an-

tenna should have had a two-part effect. The first is that a 

shorter antenna length should decrease the strength of the 

response, following Equation (1). The second effect is de-

tuning of the tag. Initially, the tags were tuned to absorb a 

specific projected frequency. If the frequency was increased 

or decreased, the tag would still absorb some of the signal, 

but the absorption efficiency would decrease. This detuning 

behavior complicated the data and could cause reverse 

trends in the data. In order to solve this issue, a focus was 

made on targeting the on/off response of the tags instead of 

looking at their RSSI in order to determine the extent of 

corrosion. 

 

Based on the results from the corrosion simulation test-

ing, the tagôs on/off response was utilized. When antenna 

length was short, the tag response could not be detected. 

This behavior allowed the researchers to design the tag such 

that the response variable was a binary on/off status, as op-

posed to a continuous change of RSSI. The chip and anten-

na were coated in a corrosion-resistant polymer, leaving 

Acid concentration added to soil 

(Set I) 
10% 5% 2.5% 

Time points for Set I (Hours) 144 360 504 

Acid concentration added to soil 

(Set II) 
1.25% 0.5% 0.25% 

Time points for Set II (Hours) 264 456 672 
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only the part of metal antenna very close to the chip ex-

posed to the corrosive environment. By allowing corrosion 

to take place only at these desired locations, the tag was 

able to operate in only two possible states. One state was 

having signal response, when none of the exposed metal 

sections were corroded; the other one had no signal re-

sponse, when the exposed part was corroded. 

 

The corrosion test of the on/off RFID smart tags in acid 

solutions showed that the tags in the 5% acid solution were 

killed after 52 hours, and the tags in the 2.5% acid solution 

were killed after 98 hours, as illustrated in Figure 6. The 

minimum RSSI detected in this experiment was -100 dB, 

indicating complete deactivation of the tag. The on/off 

RFID smart tag buried in acidified soil could still be detect-

ed after 31 days. The corrosion experiments confirm the 

results from the corrosion simulation experiments, which is 

that the tag will be deactivated when both sides of the ex-

posed metal are fully corroded and that partial corrosion 

would not cause signal change. When one side was fully 

corroded, the signal would dramatically decrease. 

Figure 6. On/off RFID Tag Corrosion Test in Different  

Environments 

 

Metal Coupon Experiments 
 

The corrosion coupon experiments were conducted to 

optimize the tag design by estimating the expected trends in 

the vicinity of pipelines. The coupons were placed in acidi-

fied water and acidified soil to simulate the corrosion per-

formance in different environments with a range of corro-

sive properties. Figure 7 depicts the dependence of corro-

sion rate on time and acid concentration. There was a sharp 

decrease in corrosion rate in the first few hours, after which 

the corrosion rate became more stable. It was observed that 

the stable rate of corrosion was dependent on acid concen-

tration, with the 5% solution showing a higher rate (~ 8 mm/

year) compared to the 2.5% and 1.25% solutions (5 mm/

year and 3.5 mm/year, respectively). The correlation be-

tween concentration and corrosion rate was established by 

the increased H+ availability to the coupon leading to higher 

oxidation of the coupon. The anodic and cathodic reactions 

are given by Equations (2)-(4). Equation (3) takes place in 

acid solutions, while Equation (4) occurs in both moist air 

and liquid environments. 

 

Anode (oxidation):  Fe Ą Fe2+ + 2e-               (2) 

 

Cathode (reduction):  2H+ + 2e- Ą H2               (3) 

 

  O2 + 2H2O + 4e
- Ą 2OH-                      (4) 

(a) Variation of Corrosion Rate with Concentration 

(b) Variation of Corrosion Rate with Time 

 
Figure 7. Corrosion Rate of Metal Coupon in Acid Solution  

 
The decrease in corrosion rate can be attributed to two 

factors: the consumption of reactants and the formation of a 

passive layer on the surface of the coupon, which impeded 

mass transfer. Because the system was not perturbed during 

the experiment, there was a non-homogenous distribution of 

ions, further limiting the corrosion reaction. The initial rate 

of corrosion could be attributed to the direct exposure of 
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uncoated and polished surfaces to the corrosive solution, 

providing an abundance of sites for corrosion to perpetuate; 

however, as the corrosion reaction proceeded, the coupon 

developed a thick layer of corrosion products on the surface. 

The formation of the corrosion product layer led to a de-

crease in reactant transport, causing the corrosion rate to 

drop and then stabilize as the equilibrium was reached be-

tween the rate of transport and the rate of reaction. In some 

applications, this passivated corrosion layer would slough 

off, exposing bare metal, which would cause the corrosion 

rate to spike. In these trials, however, the layer was attached 

well and no sloughing occurred, mainly due to the undis-

turbed and isolated environment in which the tests were 

performed. In service, normal ground movements and 

movements due to anthropological activity would lead to 

detachment of such passive layers and result in the exposure 

of bare metal.  

 

Further trials used acidified soil to simulate realistic pipe-

line conditions, especially in soil which may have been sub-

jected to acid rain or water runoff. The corrosion data from 

the acidified soil was plotted against time to estimate the 

trend for corrosion rate with time. Figure 8 shows the corro-

sion rates for both sets of acidification with time, and Figure 

9 illustrates the surface degradation of the coupon after re-

trieval from the acidified soil. The corrosion rate of the met-

al coupons increased and then decreased with time for the 

soil acidified with the 1.25% acid, whereas the rate was 

stable for the soil with 0.5% acid and decreased with time 

for the 0.25% acidified soil. After more than 600 hours after 

the start of the test, the relatively low acidified soil (0.5%) 

displayed the highest corrosion rate, almost comparable to 

the rate that the highly acidified soil (10%) produced at the 

start of the experiment (~140 hours). The non-uniformity of 

the corrosion was also visually represented in the coupons, 

with Figure 9 illustrating the highly diverse distribution of 

corroded areas.  

 

The main observation of these trials was that the visual 

corrosion pattern was highly non-uniform with little de-

pendence on position or time. The randomness in corrosion 

location can be attributed to the consumption of the more 

corrosive substances in the soil, the formation of a passive 

protective film, and the differences in the conductivity of 

the microenvironments around the corrosion cells, given the 

variation of the compounds present in the soil. Even under 

relatively controlled conditions in the lab, and using soil 

taken from the same source, the trends of corrosion rate still 

showed significant differences. Moreover, as mentioned in 

the previous section, the corrosion was highly non-uniform; 

despite the decrease in the aggregate rate of corrosion, the 

formation of deep pits and indentations on the sample could 

lead to a pinhole failure in the pipeline.  

The observations of the metal coupons support the cor-

rodible RFID tag design. The RFID tags, if distributed in 

large enough numbers either underneath the pipe insulation 

or in the external environment, would help overcome the 

inherent randomness and unpredictability of the corrosion 

processes. Also, due to the nature of the RFID tag design, 

RFID tags can monitor corrosion in highly aggressive and 

extremely local environments (pitting-prone), and thus may 

work as proficient pitting corrosion detection sensors. 

(a) Corrosion Rate of Acidified Soil for Set 1 

(b) Corrosion Rate of Acidified Soil for Set 2 

(c) Corrosion Rate of Acidified Soil for Both Sets 1 and 2 

 
Figure 8. Corrosion Rate of Metal Coupon in Acidified Soil  
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Figure 9. Non-uniformity of Corrosion in Soil (coupons 29, 31, 

and 34 are metal test coupons after being immersed for 360 

hours; coupons 28, 32, and 35 are metal test coupons after 

being immersed for 144 hours) 

 

Design Parameters  
 

Important design parameters of the RFID tag were anten-

na length, thickness, surface/volume ratio, and material. 

Antenna length had an influence on the ability for the tag to 

receive a signal from the reader. Longer antennae would 

allow the chip to function further from the reader, which 

may be important depending on the scenario. Additionally, 

the antennae do not need to be straight; they can be con-

structed in a variety of different shapes depending on the 

need. Antenna thickness is important because it is the deter-

mining factor in corrosion time. The corrosion time of the 

antenna is dependent on the corrosive degree of the environ-

ment, the amount of material that must be corroded, and the 

exposed surface area on which corrosion can occur. Material 

to be corroded (volume) and exposed surface area can be 

reduced from three dimensions to a single cross section, 

assuming that corrosion takes place predominantly in the 

radial direction. This reduction in dimensions converts vol-

ume into cross-sectional area and surface area into circum-

ference. Both of these parameters are functions of antenna 

thickness, assuming the antenna is a cylindrical wire. If in-

formation is known about the corrosivity of the environment 

into which the tag is being placed and the distance between 

the tag and the reader, then a tag can be designed for a spe-

cific application. However, if these variables are unknown, 

then a generic tag can be used and the parameters can later 

be adjusted, based on feedback from the field. 

 

When these tags are placed in the field, the recommended 

configuration is a variety of tags with different thicknesses. 

By slightly changing their thickness, the tags can essentially 

be used as a clock. Assuming that the environment corrodes 

materials uniformly, then thinner tags will fail first, fol-

lowed by thicker tags. The rate of tag failure can be used to 

determine the corrosivity of the environment and give an 

idea of the effective corrosion rate in the area. Table 3 gives 

the corrosion rate of different types of metals in different 

environments, as found in the literature. These corrosion-

rate data can be used for the selection of antenna material 

and thickness. If, however, corrosion in the area is predomi-

# Study Material Service Corrosion Rate 

1 
Short term corrosion rates of copper alloys 

in saline groundwater [28] 
C10100 Copper alloy Synthetic 55g/L (TDS) 15.24 Õm/y 

  Copper  Brine A (300 g/L TDS) 71.12 Õm/y 

  Copper  Seawater 35 g/L TDS 50.8 Õm/y 

3 

  

Corrosion monitoring under cathodic  

protection conditions (CMAS probes) [28] 

Carbon steel  

(Type 1008, UNS G10080) 
Drinking water 88.9 Õm/y to 330 Õm/y  

  
Stainless steel  

(Type 316L UNS S31603) 
Drinking Water 0.17 Õm/y 

  
Brass  

(Type 260 UNS C26000) 
Drinking water 7.11 Õm/y 

4 Mildly corrosive soils [29] Carbon steel  Mildly corrosive soil  11.94 Õm/y 

5 Corrosion rate in soil [30]  X42 Steel  Soil 5. 00 Õm/y Electrochemical) 

  X42 Steel  Soil  3.99 Õm/y (gravimetric) 

  X42 Steel  Soil rate + 1% NaCl 340.90 Õm/y (Electrochemical) 

  X42 Steel  Soil rate + 1% NaCl 363.98 Õm/y (Gravimetric) 

Table 3. Corrosion Rate of Metal in Different Environments 

  *Õm/y = micrometers per year 
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nantly pitting or some other non-uniform type of corrosion, 

then the tags will not function as a clock, though they will 

still give an indication of a corrosive environment. This 

function can be used to help understand the corrosion phe-

nomena in a particular area. 

 

Conclusions 
 

In this study, an environmental chamber was created for 

use in corrosion trials. This chamber was employed to con-

duct corrosion testing of RFID tags for potential pipeline 

applications. These experiments led to a novel RFID tag 

design that utilizes corrodible sections of the antenna to give 

the tag an on/off response. Additionally, corrosion coupons 

made of pipeline materials were used to relate the time to 

corrosion failure of the RFID tags to physical corrosion 

rates. 

 

The initial RFID tag experimental results followed the 

expected trends, which served as a validation of the equip-

ment used in these experiments. The flexibility of this tech-

nology makes it an ideal candidate for use in a variety of 

different areas. The main advantage of UHF RFID is that it 

has a very large scanning distance, over 15 meters, depend-

ing on the strength of the reader, the size of the antenna and 

chip, and the scanning environment. This long scanning 

range means that the tag can be buried or placed in locations 

that are not easily accessible and can be read remotely. To 

guarantee superior detection performance in this harsh envi-

ronment, chips with industry leading sensitivity were select-

ed and the chips protected by corrosion-resistive material. 

The operating temperature of the chip ranged from -50ÁC to 

85ÁC. Two potential applications for the tags are for use 

with buried onshore pipelines and in monitoring pipeline 

corrosion under insulation (CUI). In buried pipeline applica-

tions, the tag can serve as an indicator of soil corrosivity 

and give an indication of the extent of corrosion that a pipe-

line would incur in the same environment. The tag would 

not need to be placed in direct contact with the pipeline, but 

could be buried nearby in order to give an accurate reflec-

tion of the soil. For use with CUI, the tag could be inserted 

under the insulation and remotely monitored without remov-

ing the insulation. Future work should include a real-world 

application of the RFID tags in order to better calibrate the 

rate of tag corrosion with the corrosivity of the soil. 

 

Corrosion presents a serious problem from both an eco-

nomic and a safety standpoint. Although corrosion-detection 

research has come a long way in recent years, it is still lag-

ging behind the hazard of pipeline corrosion. The novel on/

off design of the RFID chips provides a low-cost solution 

that is both easy to apply and free to maintain, bringing im-

mense value to the field of corrosion. 
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Abstract 

 

In this paper, the authors present a technique for identify-

ing faults in a three-phase induction motor, based on a sup-

port vector machine (SVM). In this study, the authors 

looked at external faults experienced by the induction mo-

tor. The SVM was trained to identify external faults using 

three-phase RMS currents and voltages from a 1/3 hp induc-

tion motor, collected in real-time by a data acquisition sys-

tem. LIBSVM software was used for training and testing of 

the SVM. Results showed that the proposed SVM-based 

method was effective in identifying different external faults 

in the induction motor.  

 

Introduction  

 

The induction motor is one of the most important motors 

used in industrial applications. The motor may experience 

different faults, due to varying operating conditions. The 

main types of external faults range from single phasing to 

overload [1]. When a fault is experienced, the motor should 

be disconnected by monitoring it. Digital processor-based 

relays are generally used for this purpose [2]. Complex sig-

nal processing techniques are used in the relay logic for reli-

able and fast identification of these faults. Recent smart-grid 

developments allow for the application of artificial intelli-

gence (AI) techniques for induction motor relays, which 

include artificial neural networks (ANN) [3]. The traditional 

neural networks approach has difficulties with generaliza-

tion, and it can produce models that over fit the data. The 

support vector machine (SVM) method is becoming popu-

lar, due to many attractive features. This method was devel-

oped by Vapnik [4] and is based on statistical learning theo-

ry, which can improve generalization of the model. 

 

Different stator fault monitoring techniques for induction 

motors were reviewed by Siddique et al. [5] and Ojaghi et 

al. [6], who published an extensive list of references on this 

topic. A fault detection and protection scheme based on a 

programmable logic controller (PLC) was also developed by 

Bayindir et al. [7]. The motor current signature analysis 

(MCSA) that analyzes high-frequency components to iden-

tify faults has been used by many researchers [8]. Chow and 

Yee [9] applied neural networks to detect incipient faults in 

single-phase induction motors in the early 1990s. They 

identified stator winding faults and bearing wear using mo-

tor current and speed as inputs. Kolla and Altman [10] used 

ANN for external fault identification in a three-phase induc-

tion motor in real-time. A fuzzy logic-based motor protec-

tion system was designed by Uyar and Cunkas [11]. Tan et 

al. [12] applied ensemble empirical mode decomposition 

(EEMD) in order to detect mechanical faults in an induction 

motor. The SVM techniques for identifying faults in induc-

tion motors have been recently proposed by Widodo and 

Yang [13], Poyhonen et al. [14], and Nguyen and Lee [15]. 

Fang and Ma [16] combined the MCSA and the SVM tech-

niques in order to identify induction motor faults. Matic et 

al. [17] and Keskes et al. [18] applied SVM for diagnosis of 

broken rotor bars in motors. However, there has not been 

much work in applying SVM techniques to detect external 

faults in three-phase induction motors. 

 

In this paper, the authors present an SVM-based tech-

nique to detect external faults in three-phase induction mo-

tors. Three-phase RMS current and voltage signals were 

used as inputs to train the SVM for identifying the faults. 

These signals were obtained from a LabVIEW-based data 

acquisition system from a 1/3 hp squirrel cage induction 

motor in real-time [10]. The LIBSVM program was used for 

training the SVM. The fault voltage and current signals 

from the induction motor were also used for testing the per-

formance of the trained SVM. 

 

Three-Phase Induction Motor Faults  
 

Several types of external fault conditions may be experi-

enced by a three-phase induction motor during its operation 

[1]. These faults include single phasing, unbalanced supply 

voltage, overload, locked rotor, over voltage, and under 

voltage. A brief account of these faults and the type of pro-

tection used for each of them was explained by Kolla and 

Varatharasa [3]. It can be observed that motor currents and 

voltages have unique features during faults [3, 10]. For ex-

ample, three-phase voltages and currents for a single-

phasing fault case are shown in Figure 1. It can be seen that 

the currents in two phases are 180 ̄out of phase, and the 

third current is zero for this fault. These features are gener-

ally used by protective relaying schemes to detect different 

types of faults in induction motors [1]. 
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Figure 1. Three-Phase Voltages/Currents for Single Phasing 

Fault 
 

Computer-based relay schemes were found in the litera-

ture to protect a motor under external fault conditions [1, 2]. 

Recently, there have been attempts to use AI techniques 

such as fuzzy logic and ANN to identify these faults [3, 11]. 

In this study, the authors further explored the use of AI 

techniques and applied SVM-based methods in order to 

identify external faults in three-phase induction motors. 

 

Support Vector Machines 
 

Support vector machines are a learn-by-example para-

digm spanning a broad range of classifications and regres-

sion problems [19]. The technique was introduced by Vap-

nik [4] in the framework of statistical learning theory. The 

method relies on support vectors (SV) to identify the deci-

sion boundaries between different classes. The SVM em-

ployed for two class problems was based on hyperplanes to 

separate the data, as shown in Figure 2. A summary of the 

mathematical development of the SVM technique is given 

here. 

Figure 2. Linear Separating Hyperplane 

Given a set of training samples x1,x2,é,xm with outputs 

(labels) y1,y2,é,ym, the aim was to learn the hyperplane 

w.x+b, which separates the data into classes, as given in 

Equation (1), such that: 

 

(1) 
 

 

The separating hyperplane which maximizes the margin 

(distance between it and the closest training sample) can be 

found by maximizing 2/||w||, subject to the constraints of 

Equation (1). This problem can be solved by a quadratic 

optimization method [4] and minimizing the objective func-

tion given in Equation (2): 

 

(2) 

 

 

subject to yi(w.xi+b) Ó 1-ɝi, ɝiÓ0, 1Ò i Òn, where, ɝi are the 

slack variables, which measure the miscalculation of the 

data xi, and c is the error penalty constant. 

 

The optimization problem can be solved by forming the 

Lagrangian, and it is easy to solve the dual problem [4]. 

After solving for w and b, a class to which a test vector xt 

belongs is determined by evaluating w.xt+b. This classifica-

tion method is limited to linear separating hyperplanes. If 

the training data are beyond the boundary of the linear sepa-

ration, a nonlinear classification can be applied by mapping 

the input data x into feature space (x) using mapping  

[4]. In an SVM-based linear classifier method, training data 

appear in the form of dot products xi.xj. For a nonlinear 

classifier, this translates into dot product (xi).(xj) in the 

feature space. It is known that the kernel is a function K(xi, 

xj) = (xi).(xj) that returns dot product in feature space, 

given two inputs [4]. By computing the dot product directly 

using the kernel function, the actual mapping (x) can be 

avoided, which may be difficult to find. There are several 

kernel functions available; choosing one depends on the 

training data of the problem being solved. The commonly 

used kernel functions are given in Equations (3)-(6) [19, 

20]: 

 

Linear: K(xi, xj) = xi 
Txj                        ( 3) 

Polynomial: K(xi,xj) = ( ɔxi
Txj+r)

d , ɔ >0     (4) 

Radial Basis Function: K(xi,xj) = exp(-ɔ||xi-xj||
2), ɔ>0   (5) 

Sigmoid: K(xi, xj) = tanh(ɔ.xi
Txj+r)                (6) 

 

where, r, d, ɔ are kernel parameters. 

 

Of these, the radial basis function (RBF) kernel is one of 

the most popularly used functions in SVM applications. The 

SVM method discussed for two class problems can be ex-

tended for multiple classes using ñone-against-oneò and 
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ñone-against-the-restò strategies [19, 20]. There are several 

software programs, both commercial and freeware, availa-

ble for implementing the SVM technique. In this current 

study, LIBSVM [20] software was used. The program 

comes with different tools to train and test data to classify, 

as well as other functions such as svm-train, svm-scale, svm

-predict, and svm-toy. These functions allow selection of 

different kernel functions such as RBF and several parame-

ters that can be varied such as c and ɔ in order to facilitate 

the training of the data. 

 

SVM for Detecting Induction Motor Faults 
 

The inputs and outputs for the SVM should be selected as 

the first step for identifying fault and no-fault conditions in 

the induction motor. In this study, RMS values of three-

phase voltages and currents were selected as inputs. This 

resulted in six inputs to the SVM. The data were classified 

into seven output values, corresponding to six fault condi-

tions (described previously) and a no-fault condition. The 

outputs were numbered from 1 to 7, and the corresponding 

number was obtained from the SVM if that particular condi-

tion exited. Figure 3 illustrates the inputs (RMS voltages 

and currents) and outputs (faults and no-fault conditions) of 

the SVM.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3. SVM to Detect Induction Motor External Faults 

The next step in using the SVM for identifying fault con-

ditions was to train it. The voltage and current waveforms 

representing the six different fault conditions and the no-

fault condition were considered. These waveforms were 

obtained in real-time from a 1/3 hp, 208 V, three-phase 

squirrel cage induction motor, as described in the study by 

Kolla and Altman [10]. Three variacs were used to imple-

ment under-voltage, over-voltage, and unbalanced supply 

voltage faults. Overload and locked-rotor fault conditions 

were created by a prony brake. A single phasing fault was 

created by disconnecting a phase power line. The data asso-

ciated with these faults were collected in real-time using 

LabVIEW. The voltage and current waveforms for an over-

voltage fault are shown in Figure 4; similar waveforms were 

obtained for other faults. 

Figure 4. Voltages and Currents for Over-Voltage Fault 
 

Figure 5 shows the data acquisition system that was used 

to collect the voltage and current samples. The signal condi-

tioning system reduced the three-phase voltages and con-

verted three-phase currents into their proportional voltages. 

The conversion range was +/- 10 V, the scaling factor for 

voltages was 41.283 V/V, and the factor for current-to-

voltage conversion was 2.3741 A/V. Low-pass filters were 

used for anti-aliasing purposes and the signals were passed 

to the National Instrumentsô SCXI 1000 chassis shown in 

Figure 5. The SCXI chassis contained a simultaneous sam-

pling analog module 1140 to collect the voltages. The chas-

sis communicated with a PCI-MIO-16E-1 multifunction I/O 

card in the computer. 
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Figure 5. Induction Motor Data Acquisition System 


