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The authors of the featured article in this issue (p.30) tell 
us that the rise of machine learning methodologies in recent 
years has seen great success in a variety of applications. 
However, this new paradigm is often utilized in limited 
ways through arbitrary selection of machine learning algo-
rithms and static feature sets, particularly in the medical 
literature. To showcase the potential power from this      
expanded use of the machine learning paradigm, the authors 
applied this framework to the complex medical problem of 
epileptic seizure localization. Researchers funded by the 
National Institutes of Health used AI (artificial intelligence) 
technology to determine behavioral “fingerprints” in mice 
not found by the human eye. This machine learning        
approach not only automates behavior analysis but outper-
forms human assessment, at least in this case using animal 
(mice) models. Typically, researchers must wait for seizure 
events, which can oftentimes be rare, in order to make or 
support their diagnoses. With such automated behavioral 
phenotyping, however, even a relatively short one hour of 
video recording was all that was needed for the researchers 
to better study the disorder and identify potential treatments.  
 

There are four types of epilepsy. Tonic, where muscles in 
the body become stiff. Atonic, where muscles in the body 
relax. Myoclonic, where short jerking in parts of the body 
occur. And clonic, marked by periods of shaking or jerking 
in parts of the body. If a doctor suspects epilepsy is causing 
a person’s symptoms, he or she may order an electroenceph-
alography, or EEG. EEG is the technology generally used to 
diagnose epilepsy and is the most specific test for diagnos-
ing epilepsy, because it records the electrical activity of the 
brain. Idiopathic localization-related epilepsies, or ILRE, 
are treated with surgery such as laser ablation or temporal 
lobectomy, especially when the cause of the seizures is an 
abnormality in the brain such as mesial temporal sclerosis. 
Localization-related epilepsy is a useful tool for diagnosing 

and classifying various seizure types. Localization-related 
epilepsies, also known as focal epilepsies, refer to an abnor-
mal neuronal activity arising from a localized focus and 
involve a limited portion of the cortex. A localized, or par-
tial (focal) seizure happens when unusual electrical activity 
affects a small area of the brain. When the seizure does not 
affect awareness, it is known as a simple partial seizure.  
 

Scientists found that this machine learning-assisted 3D 
video analysis outperformed the traditional approach in 
which analyses rely on human observation to label the   
behavioral signs of epilepsy in animal models during      
seizures. The labor-intensive process requires constant vid-
eo monitoring of the mice over many days or weeks, while  
recording their brainwave activity with electroencephalog-
raphy (EEG). The team led by Stanford researchers studied 
mice with acquired and genetic epilepsies. They found that 
machine analysis was better able to distinguish epileptic 
versus non-epileptic mice than trained human observers. 
The AI program also identified distinct behavioral pheno-
types at different points in the development of epilepsy. 

Researchers used a machine learning tool to analyze mouse behavior. Each row repre-
sents a sequence of behaviors or “syllables” of a particular mouse. Each syllable is 
assigned an individual color (controls in the top block; mouse models of epilepsy 
below). Soltesz lab, Stanford University School of Medicine. EEG Neonatal seizure. 
Contributed by Arayamparambil Anilkumar, MD 
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EEG showing the characteristic 3Hz spike and 
wave discharges seen in absence epilepsy. 
Contributed by Ana C. Albuja, MD 

EEG - gen epileptiform. 
Contributed by Arayamparambil Anilkumar MD 

EEG showing the characteristic 3Hz spike and 
wave discharges seen in absence epilepsy. 
Contributed by Ana C. Albuja, MD 

Sharanya Ramakrishnan & Appaji Rayi. (2023). EEG Localization Related Epilepsies. National Institute of Health, National Library of Medicine 
(National Center for Biotechnology Information). StatPearls Publishing. 
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house for hydroponic crops, the pH range is maintained at a 
tighter range of 5.8-6.0, which is controlled by the automat-
ic recirculating systems that fill acids or bases to adjust the 
pH level to the correct level upon pH change. 
 

pH is the “Potential Hydrogen” in a solution. The pH of 
pure water around room temperature is about 7 and is     
considered “neutral” because the concentration of hydrogen 
ions (H+) is equal to the concentration of hydroxide (OH-) 
ions produced by dissociation of the water. Increasing the 
concentration of H+ in relation to OH- results in a pH of 
less than 7, at which point the solution is considered acidic. 
Decreasing the concentration of H+ in relation to OH-    
produces a solution with a pH above 7, and the solution is 
considered alkaline or “basic” (Meirose, 2020). The pH 
range of different solutions varies from 0 to 14. A solution 
with a pH less than 7 is acid, while greater than 7 is base. A 
pH value equal to 7 is considered neutral. The pH value 
follows a logarithmic scale, each increment of pH has 10 
times more hydrogen ions than the previous pH. For exam-
ple, the substrate with a pH of 5.0 has one hundred times 
more hydrogen ions than the substrate with a pH of 7.0 
(Kingsta, Saumi & Saranya, 2019). 
 

When a glass membrane separates two solutions contain-
ing different concentrations of H+ ions, a voltage potential 
is developed across the membrane (sensing electrode). A 
voltage potential is also generated from the reference elec-
trode. The pH meter measures the voltage potential differ-
ence (in mV) between the sensing electrode and the outside 
sample (reference electrode) and displays a pH value via an 
algorithm. In this current study, two 9-volt batteries       
powered a high-input-impedance operational amplifier, such 
as an LMP7702. The pH probe of the meter was connected 
to the non-inverting input. The output voltage (Vout), which 
is directly proportional to pH, was read with a voltmeter. 
Theoretically, a pH probe produces about 59 millivolts 
(mV) per pH unit, and at pH 7 (neutral pH), the probe    
produces 0 volts. Acid pHs produce negative voltages. 
Basic pHs produce positive voltages (Building the Simplest 
Possible pH Meter, n.d.). The pH Meter acts as a voltmeter 
and translates electrode potential (in mV) to the pH scale. 
An Arduino was used to store the calibration curve, adjust 
for temperature changes and electrode slope, and signaled 
when the reading was stable. 
 

Design 
 

The goal of this current project was to produce a micro-
controlled, analog pH reader module that would improve 
stability and long-term usage with minimum maintenance. 
Most pH readers require manual calibration and have     
limited functions. A pH probe is a susceptible sensor that 

Abstract 
 

The Microcontroller-operated pH (potential of Hydrogen) 
and EC (electrical conductivity) reader modules monitor 
and control the pH and EC of water to create a suitable   
environment for crop irrigation in a hydroponic system. The 
prototype module implemented in this study improved the 
stability of the water’s pH and EC levels and should ensure 
long-term usage with minimum maintenance. The modules’ 
microcontroller can support multiple communication proto-
cols to communicate with other devices for long-distance 
data transmission. With the addition of ProfiNet/ProfiBus/
EthernetIP modules, the modules can support communica-
tion with PLCs. A pH sensor acted as a voltmeter and meas-
ured the voltage at milli-volt (mV) level. The pH sensor’s 
voltage range was between -414 mV and 414 mV; this 
range was low enough to have interfered with electromag-
netic interference (EMI). The length of the sensor cable 
needed to be kept as short as possible at the pH reading  
circuit for an accurate reading. The analog portion of the pH 
modules read the sensors and amplified the output, then sent 
it to the microcontroller to process. The microcontroller 
read the analog value and provided calculations for the pH 
scale. Also, the microcontroller allows users to perform 
digital calibration. 
 

Introduction 
 

In a hydroponic growing environment, the need to      
balance and maintain a proper pH level in the water system 
is critical. Without the right pH balance, the plant will    
receive much fewer nutrients and possibly die from lack 
thereof. In a tank that houses both plant and animal life, the 
pH level can affect the growth and development of unwant-
ed bacteria and algae formations. The pH level also affects 
the absorption of various nutrients needed for plant life. 
Analyzing the chart for pH versus nutrient availability for 
various nutrients, it shows essential nutrients for plants and 
the pH level to which plants can absorb these nutrients. The 
thicker a line of nutrients is, the better plants can take them 
up. A plant’s ability to absorb a few nutrients is severely 
affected when pH moves to either end. So, the ideal spot 
where plants can take up many minerals is in the middle, 
precisely between 6.0-6.5; this is also the range suggested 
for most common hydroponic crops, such as pepper, tomato, 
cucumber, eggplant, lettuce, etc.  

 
The recommended pH range above is for hydroponics. 

Soil growing may require a slightly higher pH. Even though 
plants may require different pH levels, most plants are safe 
within this range. Most plants also prefer to live in a some-
what acidic growing environment. In a commercial green-

 ——————————————————————————————————————————————————
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works at the millivolt level; hence, the sensor must be well 
isolated from internal (circuit design)/external noises. Addi-
tionally, the authors aimed to provide multiple communica-
tion protocols, such as serial, SPI, and I2c for custom circuit 
integration. Furthermore, the module was intended to     
support field bus protocols, such as Profibus, Modbus, or 
RS485 to communicate with any other field devices. The 
module was controlled through commands that were      
received from the main processor for all of the sensor’s  
operations. 
 

The overarching goal was to be able to successfully    
construct the pH meter described above. The pH sensor was 
used to monitor the pH levels of a water solution. The plan 
was to build prototypes for each section and integrate the 
modules together to test and achieve communication with 
multiple protocols to ensure the success of the project.   
Materials and components consisted of the following: 

• Charge pump, negative voltage generator—
TPS60400DBV 

• Voltage reference—REF3030 
• pH probe output amplifier—LMP7202 
• Analog/digital converter—MCP3221 
• Power supply connection 
• Charge pump, negative voltage generator 

 
Analog Devices’ family of regulated inverting charge 

pumps were used to invert an input voltage to a regulated 
output voltage. These are useful for systems with split-rail 
positive and negative input supplies. By eliminating the 
inductor, these switched-capacitor converters offer alterna-
tives to switching-regulator topologies, providing a small 
solution footprint and a simple design. Key features include 
low quiescent current; multimode operation with automatic 
mode switching to maintain regulation; output currents of 
up to 500 mA; low noise, constant frequency operation; 
burst-mode operation; and over-temperature, fault, and short
-circuit protection (Saaid, Sanuddin, Ali & Yassin, 2015). 
 

The REF3030 is a precision, low noise, low-dropout   
voltage reference used to provide the level shift needed. The 
REF30xx series operates with supplies within 1mV of    
output voltage under zero-load conditions. The REF3030 
was chosen based on its low dropout, small size, and low 
power consumption, as used in the portable and battery-
powered project on the SLVS324C datasheet (2020). The 
output of pH electrodes is usually large enough that they do 
not require much amplification; however, due to their very 
high impedance, the output of a pH electrode needs to be 
buffered before it can go to an analog to digital converter 
(details about the ADC is covered in the next section).   
Because most ADCs are operated on a single supply, the 
output of the pH electrode also needed to be level shifted 
[SBVS032H datasheet, 2018]. Amplifier A1 buffered the 
output of the pH electrode with a moderate gain of +2, 
while A2 provided the level shifting. The voltage output at 
the A2 terminal is given by Equation 1: 
 

 
(1) 

 
 

where, Vout is the output voltage of A2, pH is the calculated 
pH value from the pH probe voltage reading, and REF is the 
voltage reference (541 mV). 
 

Microchip’s MCP3221 is a successive approximation    
A/D converter (ADC) with a 12-bit resolution. Available in 
the SOT-23 package, this device provides one single-ended 
input with very low-power consumption [SNOSAI9I 
datasheet, 2015]. Communication to the MCP3221 is     
performed using a 2-wire, I2C compatible interface.    
Standard (100 kHz) and Fast (400 kHz) I2C modes are 
available with the device. An on-chip conversion clock  
enables independent timing for the I2C and conversion 
clocks. The device is also addressable, allowing up to eight 
devices on a single 2-wire bus [DS20001732E datasheet, 
2001]. The digital output of the MCP 3221 is equal to the 
voltage of the MCP out terminal, which equates to the volt-
age of the op amp output multiplied by 4096 and divided by 
the reference voltage before being converted to milli-volts, 
as in Equation 2: 
 
 

(2) 
 
 
where, VMCPOut is the voltage read on the analog input and 
converted to digital, VOpAmpOut is the output voltage of the op 
amp, 4096 is used to convert the value to 12 bits, and Vref is 
the reference voltage for analog conversion. 
 

The Nernst equation was used to calibrate the PH sensor 
and calculate the voltage potential. The relationship        
between potential and pH is given by Equation 3: 
 

(3) 
 
 
where, 
E  = measured potential 
E0  = reference potential 
R  = universal gas Constant 
T  = temperature (at 25℃) 
n  = valency of ion (1 for hydrogen) 
F  = Faraday’s constant 
pH  = 7.0 (neutral level) 
Slope  = RT/nF = 59.16mv at 25℃ 
 

The percentage of slope is the change in mV value divid-
ed by the Nernstian theoretical value of 59.2 mV, the     
expected change in mV per pH unit at 25℃. This means 
that when the pH sensor is calibrated, the electrode’s slope 
is determined as it relates to the theoretical slope defined by 
the Nernst equation (Meirose, 2020). Because temperature 
can have a significant effect on pH measurements, the soft-
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ware must be calibrated to take temperature measurements 
into effect. To find VOpAmpOut use Equation 4: 
 

(4) 
 
where, Vprobe is the voltage reading of the probe and VOpRef 
is the reference voltage of the op amp. 
 

Equation 2 shows that the Digital output of the MCP3221 
is equal to VMCPOut, which equals VOpAmpOut times 4096   
divided by Vref times 10 kilovolts. The REF3030 Vref output 
equals 3 volts. So Vout to the pH raw measurement is given 
by Equations 5 and 6: 
 

(5) 
 
 

(6) 
 
 

So, the theoretical slope is 59.16 and 
 
 
 
 
 
 

Therefore, the slope is 175/3 = 58.33 mV or, as a percent-
age, (58.33/59.16) * 100 = 98.6%. A slope value between 
95% and 105% is valid for pH measurement and calcula-
tion. The percentage in this study was used to show the  
accuracy of the measurements. The pH conversion formula 
is Equation 7: 
 

(7) 
 
 

Design Phase and Validation: 
PCB Version 1.0 
 

Due to the LMP7702 package limitation, the printed   
circuit board (PCB) was designed for surface mount devices 
(SMD). The first PCB prototype was engraved with a    
computerized numerical control (CNC) milling machine; a 
successful PCB was completed after several attempts. After 
the components were soldered, the traces and pads were 
inspected for possible short circuits; none were found. The 
circuit was then connected to an Arduino Nano board with 
the required power. However, there was no voltage output 
on the other side of the isolator chip. The datasheet was 
checked multiple times, but such information could not be 
found. Another 5V was provided on the other side of the 
isolator chip and measured other component voltages. The 
voltage on the operational amplifier (OPAMP) was good, 
except for the REF3030 regulator IC. The reading was 4.3V 
at the output of REF3030. Version 1.0 had some design 
errors. 

 After the test results, and reviewing the schematic and 
PCB design, it was realized that REF3030’s PCB package 
had incorrect pin assignments.  The reason behind this prob-
lem was using a different PCB footprint of the chip. The 
schematic footprint was correct; however, the PCB footprint 
was expected to be good as well, but it turned out that skip-
ping checking was a mistake. The isolator chip (SI8600) 
was assumed to be damaged because of REF3030 pin     
assignments, and it was concluded that this could be a possi-
ble reason for no voltage output from the isolator chip. The 
main reason to this conclusion was that the isolator chip 
came with special handling instructions due to electrostatic 
sensitiveness. The pins could have been fixed by changing 
REF3030 orientation; however, the copper-clad lines would 
be corroded very quickly due to acid-based soldering paste. 
The PCB design was revised and the PCB re-engraved.  
Figure 1 shows the design of PCB version 1.0. 
 

For version 1.1, the same Arduino setup was used; how-
ever, no voltage output was read at the other side of the iso-
lator chip again. By providing 5V on the other side of the 
isolator chip as before, the REF3030 output was still 4.3V, 
and the chip was quickly getting hot. There was another 
design error on the PCB version 1.1—it was an incorrect pin 
assignment on REF3030. After a few design failures, the 
design finally worked. However, there were two major 
problems: 

1. Access to the MCP3221 using the manufacturer’s 
address assignments failed. The I2C address for the 
MCP3221 on the manufacturer’s datasheet was incor-
rect. After searching the internet, a sample Arduino 
sketch for the chip with a different address was found 
and the authors attempted to access the chip with that 
I2C address. Surprisingly, communication was then 
established. The chip I2C address in the datasheet 
was 110, but the address in the sample sketch was 78. 
In this way, the problem was solved. 

2. How to provide power to the isolated circuit. The 
authors found that the chip would not isolate the 
power and that the datasheet might have been over-
looked. For an immediate solution, the isolator was 
removed from the design. After all of these revisions, 
the entire schematic and PCB were redesigned. 

 
After all these experiments, a successful version of the 

circuit was finally engraved and developed—PCF version 
1.2. As mentioned about the isolator chip, it was removed 
from this design’s version. Figure 2 shows PCB version 1.2. 
 

Final Prototype 
 

Figure 3(a) shows the final hardware design (version 1.2) 
with a BNC connector for the pH sensor and an Arduino 
board used for serial communication. Figures 3(b-c) show a 
test connection and the test water, respectively. C language 
was used in the Arduino development environment, which 
helped to achieve the goal with available Arduino libraries, 
such as the “MCP3221.h” for a 12-bit ADC microprocessor. 
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(a) Top view 

(b) Components 

(c) Engraved components 

(d) Soldered components 
 
Figure 1. PCB Version 1.0. 

a) Top view 

(b) Engraved components 

(c) Soldered components 
 
Figure 2. PCB Version 1.2. 
 

The SPI.h Library is for the SPI communication protocol. 
The stdio.h was imported for a C library for data formatting. 
For the computer interface, LabVIEW was used, which is a 
development environment for a visual programming       
language from National Instruments, to develop a program. 
Figure 4 shows the main panel of the computer interface 
that gives the user a real-time reading of the pH levels and 
monitors the device’s status. Figure 5 shows how the      
current calibration settings could be read and which per-
formed the calibration, if necessary. The calibration panel 
allows for manual temperature adjustment, if the user does 
not have a sensor, as well as setting low-, medium-, and 
high-pH buffers. The interface allows users to see the pH 
level and easily perform calibration. Figure 6 shows the 
logic flowchart used in designing the software.  
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(a) Wiring 

(b) Arduino testing 

(c) pH calibration solutions and test water  
 
Figure 3. PCB Version 1.2. 

Figure 4. Computer interface main panel design. 

Figure 5. Calibration screen. 

Figure 6. pH reader version 1.2 flowchart. 
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Table 1 is the variable list for electrically erasable pro-
grammable read-only memory (EEPROM) data to store. 
These variables were also used in a struct model to save to 
the EEPROM, or load from the EEPROM simultaneously. 
Table 1 further shows the EEPROM data map used in the 

project. Table 2 shows the raw command reference table. 
This is a list of commands for the user to manage the circuit. 
The default data were stored in the codes in case of resetting 
EEPROM data. 

Command Sample Data Description Writable Command Options 
R 6.75 Return current pH level value     
V v1.0 Return firmware version     

/C00,? X Returns selected system mode   0: Normal mode 
1: Debug mode 

/C01,? 25 Returns default temperature rate /C01,XX 10-50°C 

/C02,? 1 Returns selected expansion module /C02,x to 
change module id 

0: No expansion (UART only) 
1: NRF24L01 Wifi module 
2: Ethernet module 
3: Relay mode 
4: Display mode 

/C03,? 9600 Return configured serial baud rate /C03,x to 
change baud rate 9600, 19200,… 

/C04,? 10/06/2020 Return latest calibration date n/a   
/C05,? 1234 Returns raw analog pH data n/a   

/C06,? 
Returns 
calibration 
point values 

Set probe calibrations 
/C06,M,7.0 
/C06,L,4.0 
/C06,H,10.0 

M: Calibrate pH 7 
L: Calibrate Low-Point number 
H: Calibrate High-Point number 

/C07,? 0 Reading mode /C07,x to 
change mode 

0: Read on demand 
1: Continues mode every 1 sec. 

/C08,RESET n/a Set to default settings /C08,RESET n/a 
/C09,? 99.5% Show pH probe accuracy n/a n/a 

/C10,X Data Sets returning data per by tab selection 
/C10,0 
/C10,1 
C10,2 

0: Response pH value continuously 
1: Response calibration data continuously 
2: Response settings continuously 

/C11,X n/a Sets calibration mode 
/C11,0 
/C11,1 
/C11.2 

0: Calibration mode disable 
1: Single point calibration enabled 
2: Three points calibration enabled 

Table 1. EEPROM data map. 

Index Data Type Length Description 
0 Float 4 Byte Version Number 
4 Integer 1 Byte System Mode 
5 Integer 1 Byte Reading Mode 
6 Integer 1 Byte Default Expansion Module ID Number 
7 Long 4 Byte Serial port baud rate 
11 Long 4 Byte Last Calibration date 
15 Long 4 Byte NRF24L01 Address 
19 Byte 1 Byte IP Address Part I 
20 Byte 1 Byte IP Address Part II 
21 Byte 1 Byte IP Address Part III 
22 Byte 1 Byte IP Address Part IV 
23 Byte 1 Byte Subnet Address Part I 
24 Byte 1 Byte Subnet Address Part II 
25 Byte 1 Byte Subnet Address Part III 
26 Byte 1 Byte Subnet Address Part IV 
27 Byte 1 Byte Gateway Address Part I 
28 Byte 1 Byte Gateway Address Part II 
29 Byte 1 Byte Gateway Address Part III 
30 Byte 1 Byte Gateway Address Part IV 
31 Float 4 Byte pH Down Relay Settings: pH Value 
35 Float 4 Byte pH Down Relay Settings: Threshold 
39 Float 4 Byte pH Up Relay Settings: pH Value 
43 Float 4 Byte pH Up Relay Settings: Threshold 
47 Integer 1 Byte Continues mode interval 

Table 2. Raw command reference table. 
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Conclusions 
 

The development of a micro-controlled, analog pH reader 
module was successful. Figure 4 shows the data in the   
computer interface, which are the test’s real-time pH read-
ings. Two points need to be mentioned. First, the calibration 
date on the calibration screen is incorrect. LabVIEW did not 
convert integer date and time to the standard format. Due to 
time limitations, fixing this bug was ignored. Second, the 
new pH probe was not received on time, so the module was 
tested with a used pH probe. Therefore, the probe accuracy 
was 93.85%, and the “Replace Probe” indication was     
illuminating.  
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Abstract 
 

In this study, the authors analyzed the surface finish of  
3D-printed precious-metals samples. The research was   
carried out by undergraduate mechanical engineering     
students in their senior year. Different samples of 3D-
printed jewelry pieces were analyzed to determine the quali-
ty of their     surface finish. The exact composition was  
unknown, as these were provided by a company that wished 
to keep it secret. However, these samples were created using 
direct metal laser sintering (DMLS) with atomized powder 
metal. The main objective was to ameliorate the surface 
finish through a series of surface treatments. The students 
were not told what processes to consider, but they were  
provided access to shops and machines and were responsi-
ble for   designing all the necessary setups and jigs as well 
as running the experiments.  

 
In addition, limited resources and access to equipment, 

due to COVID restrictions, forced them to improvise, which 
made the project even more challenging. Polishing was 
done in three ways, hand sanding, sand blasting, and tum-
bling. To ensure accurate results, hand sanding was auto-
mated by creating a mechanical jig capable of applying a 
constant pressure and identical conditions for each sample. 
The results obtained were analyzed and compared to the 
values obtained before polishing. The results showed that 
the greatest increase in the quality of surface finish was 
achieved by sanding, followed by sand blasting and finally 
tumbling. In some instances, such as in tumbling, the sur-
face finish did not show improvement, but rather quite a bit 
of deterioration. In other instances, it was difficult reaching 
some areas such as in hand sanding. The major part of the 
effort was in deciding what methods to use, how to properly 
implement them, and how to draw the proper conclusions 
from the data obtained, given all the constraints present. 
 

Introduction 
 

Additive manufacturing (AM) is a process where material 
is added to form the object rather than removing material or 
using some form of a mold. Subtractive manufacturing 
(SM) requires that material be removed to form the desired 
part, utilizing processes such as cutting, milling, grinding, 
drilling, etc. Requiring a multitude of machines and the  
expertise to use each one individually further limits the  
capabilities for rapid prototyping with SM. Historically, AM 
has been used primarily to fill the role of rapid prototyping, 
but it is expanding and increasingly used to create end-user 
products (Caulfield, McHugh & Lohfeld, 2007). The use of 

AM has allowed an increase in custom or specialized prod-
ucts, while reducing waste and manufacturing time (Gibson, 
Rosen & Stucker, 2015; Wang, Jiang, Zhou, Gou & Hui, 
2017; Qin, Qi, Scott & Jiang, 2019; Laureijs, Roca, Narra, 
Montgomery, Beuth & Fuchs, 2017; Korium, Roozbahani, 
Alizadeh, Perepelkina & Handroos, 2021). The product  
obtained will have mechanical and physical properties that 
depend on many factors, including printing parameters such 
as layer thickness and build orientation (Hanon, Dobos & 
Zsidai, 2021). 
 

Among many different AM processes, direct metal laser 
sintering (DMLS) is widely used in building metal products 
from a CAD file by selectively fusing metal powder into 
thin layers (Xometry, 2022). In DMLS, layer-by-layer print-
ing allows multiple parts to be combined during the printing 
process (Korium et al., 2021). Working with precious    
metals can be challenging for more than one reason; the 
most obvious being cost. This makes manufacturing very 
expensive and parts difficult to obtain. In addition, techni-
cally challenging issues result partly from the high thermal 
conductivities of metals such as gold and silver. Platinum is 
another metal that is used as well. It is very difficult to cast, 
but some companies, such as Cooksongold (n.d.) were able 
to produce a density of 99.9% using AM compared to 
99.2% for cast platinum, and they currently have a wide 
range of platinum filaments available. 
 

Current DMLS capabilities have limitations, due to the 
use of the sintering process (Cooper, 2015). Sintering is a 
thermal process of converting loose fine particles into a 
solid mass by applying heat and/or pressure without fully 
melting the particles to the point of liquefaction. The sinter-
ing process deals with densification of a powder by bonding 
individual powder particles via solid-state diffusion (Groza 
& Shackelford, 2007). This process involves the atoms in 
materials diffusing across the particle boundaries and fusing 
together into one piece. Sintering occurs naturally in miner-
al deposits and is used as a manufacturing process for    
materials that include ceramics, metals, and plastics 
(Popovich & Sufiiarov, 2016; Agarwal, Sarkar, Das &   
Dixit, 2016). The surface finish is a property of DMSL that 
is limited by the sintering process. The sintering process 
does not form a continuous and smooth surface finish.    
Instead, it consists of ridges and voids of material. Such 
surface texture is undesirable for jewelry properties where a 
smooth mirror surface is usually desired. This significantly 
impacts the quality and the surface finish of the product. For 
those reasons, it will be beneficial for the jewelry market if 
the DMLS technology and post-surface treatments are    
exploited efficiently. 
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In this current research project, the authors explored the 
effects of surface treatments on the surface quality and 
roughness of 3D-printed jewelry pieces using DMLS tech-
nology. Five samples of DMLS 3D-printed jewelry samples 
were obtained, although their specific compositions and 
printing parameters were not provided. These were secured 
through a fellow researcher working on the feasibility of 
using additive manufacturing for creating jewelry pieces. 
This was part of his master’s degree at ESCP (Ecole Superi-
eure de Commerce de Paris), London. The exact sample 
compositions and printing parameters were considered trade 
secrets and were not divulged. It is known, however, that 
the parts were created using DMLS (direct metal laser    
sintering) by Cooksongold.  

 
The students were then asked to investigate the effects of 

the three following processes on the surface finish: sanding, 
sandblasting, and tumbling. They had to make decisions on 
which processes were possible and likely to yield results. 
They also had to design and build any jigs they might need 
in the process. This research project was performed during 
COVID lockdown, when  support and resources for students 
and faculty were at a minimum. This included shop access, 
machine maintenance, parts ordering, etc. As a result,     
students had to improvise and adjust to these constraints. 
Additional methods, including waterjet and laser treatment, 
were considered but had to be dismissed due to a lack of 
support and maintenance. 
 

Experimental Procedure 
 

Surface finish measurements were performed using a  
calibrated Mitutoyo surface roughness tester SJ – 410 and 
surface profiles were recorded with a cutoff length of       
0.8 mm. Figures 1 and 2 show the setup and samples,     
respectively. Figure 3 shows how measurements were    
performed on a number of locations on the samples and in 
different directions. The arithmetic average height (Ra) and 
total height of roughness profile (Rt) measurements were 
used as the basis for comparison. If the surface is imagined 
as having peaks and valleys, the Ra value is the average 
mean of the absolute values of the peaks and valleys of the 
surface, while the Rt value represents the difference       
between the deepest valley and highest peak. Three different 
processes were applied to all samples in order to improve 
surface finish quality. 

Figure 1. Profilometer setup used in the experiment. Mitutoyo 
surface roughness tester SJ – 410. 

Figure 2. Samples 1-5 (left to right). 
 

The first process used was sanding at 1500 grit. Surface 
epoxy was used to mount the samples to a 0.875-lb rod dur-
ing sanding. Figure 3 shows how sanding was done in a 
figure-8 pattern and run 150 times. Care was taken to ensure 
that the samples were flat against the sandpaper. After sand-
ing, Dykem was used to check the flatness of the samples. 
Figures 4 and 5 show the sanding apparatus and the results 
of using Dykem. 

——————————————————————————————————————————————–———— 
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     (a) Sample 1.                         (b) Sample 2.                         (c) Sample 3.                           (d) Sample 4.                          (e) Sample 5. 
 
Figure 3. Surface roughness test directions. Arrows represent the direction along which the different measurements were performed. 



——————————————————————————————————————————————–———— 

——————————————————————————————————————————————–———— 
 14                              I  J   E  R   I  | 15, 1, S /S  2023 

(a) Sanding process. 

(b) Mounting the sample to a 0.875-lb rod 
and sanding in a figure-8 pattern. 

 
Figure 4. The sanding apparatus and the results of using Dykem. 
 

The second process was sandblasting using 70-grit, black 
aluminum oxide as the blasting media. Each sample was 
sandblasted for 30 seconds using a back-and-forth motion to 
ensure a uniform process. The choice of the time was a 

rough estimate. Due to the limited number of samples avail-
able, no additional testing at different times was possible. 
Thirty seconds was long enough for sandblasting to treat the 
surfaces, and short enough not to remove excess material. 
Figure 6 shows the sandblasting setup. 

(a) Sandblasting setup used. 

(a) Sample preparation. 
 
Figure 6. Sandblasting setup and sample preparation. 

     (a) Sample 1.                         (b) Sample 2.                         (c) Sample 3.                           (d) Sample 4.                          (e) Sample 5. 
 
Figure 5. Flatness check of the sanded parts using Dykem. 
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The final process was tumbling. The same black alumi-
num oxide used for sandblasting was also used as the    
abrasive material for tumbling, and the parts were tumbled 
for 48 hours. Figure 7 shows the setup. Samples were sand-
ed on one side entirely, as it was very difficult to perform 
sanding on part of the area and not all of it. But for tumbling 
and sand blasting, it was possible to protect half the area, 
while the other half was treated. Figure 6 shows that this 
was done using heavy-duty tape. It was important to apply 
only one process per area so that its   effects could be    
compared effectively to the untreated one. Due to the     
sample sizes, it was not possible to consider  additional  
processes or to modify some parameters on the current ones. 
 

Experimental Data  
 

Tables 1-3 show the results obtained for sanding, sand-
blasting, and tumbling, respectively. Table 4 shows the  
values of the standard deviations of the Ra and Rt values 
measured for each sample. Figures 8-12 show the values 
obtained for Ra for each specimen and for each process. 
Figures 13-17 show the average Ra values and their corre-
sponding standard deviations. Figure 7. Tumbling setup and media used.  

Average Surface Roughness Values for Sanding 
  Untreated Sanding Percent Change 
Sample # Ra (μm) Rt (μm) Ra (μm) Rt (μm) Ra (μm) Rt (μm) 
Sample 1 0.343 2.720 0.219 3.107 -36.2% 14.2% 
Sample 2 0.450 4.370 0.151 1.729 -66.4% -60.4% 
Sample 3 6.727 43.690 0.186 2.803 -97.2% -93.6% 
Sample 4 0.340 2.687 0.146 1.595 -57.1% -40.6% 
Sample 5 10.145 67.112 0.153 1.998 -98.5% -97.0% 

Table 1. Average surface roughness values for sanding. 

Average Surface Roughness Values for Sandblasting 
  Untreated Sandblasting Percent difference 

Sample # Ra (μm) Rt (μm) Ra (μm) Rt (μm) Ra (μm) Rt (μm) 
Sample 1 0.343 2.720 1.646 12.965 379.9% 376.7% 
Sample 2 0.450 4.370 1.596 14.021 254.7% 220.8% 
Sample 3 6.727 43.690 2.138 15.799 -68.2% -63.8% 
Sample 4 0.340 2.687 1.419 11.348 317.4% 322.3% 
Sample 5 10.145 67.112 3.793 30.979 -62.6% -53.8% 

Table 2. Average surface roughness values for sandblasting. 

Average Surface Roughness Values for Tumbling 

  Untreated Tumbling Percent difference 
Sample # Ra (μm) Rt (μm) Ra (μm) Rt (μm) Ra (μm) Rt (μm) 
Sample 1 0.343 2.720 0.408 4.032 19.0% 48.2% 
Sample 2 0.450 4.370 0.540 5.587 20.0% 27.8% 
Sample 3 6.727 43.690 6.354 38.348 -5.5% -12.2% 
Sample 4 0.340 2.687 0.703 7.809 106.8% 190.6% 
Sample 5 10.145 67.112 8.182 53.151 -19.3% -20.8% 

Table 3. Average surface roughness values for tumbling. 
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Figure 8. Sample 1 surface roughness data. 

Figure 9. Sample 2 surface roughness data. 

Figure 10. Sample 3 surface roughness data. 

Figure 11. Sample 4 surface roughness data. 

Figure 12. Sample 5 surface roughness data. 
 

                 (a) Average Ra.                     (b) Standard deviation. 
 
Figure 13. Sample 1. 

Standard Deviation Values 
  Untreated Sanding Sandblasting Tumbling 
Sample # Ra (μm) Rt (μm) Ra (μm) Rt (μm) Ra (μm) Rt (μm) Ra (μm) Rt (μm) 
Sample 1 0.054 1.751 0.096 1.677 0.145 1.983 0.086 1.325 
Sample 2 0.202 1.141 0.032 0.391 0.195 2.733 0.114 2.351 
Sample 3 1.086 8.340 0.097 1.808 0.545 4.946 0.979 8.212 
Sample 4 0.039 0.464 0.040 0.410 0.128 3.574 0.470 4.270 
Sample 5 2.191 8.666 0.021 0.955 0.834 7.595 1.573 14.688 

Avg. 0.714 4.072 0.057 1.048 0.369 4.166 0.644 6.169 

Table 4. Standard deviation values of the surface roughness results. 
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                 (a) Average Ra.                      (b) Standard deviation. 
 
Figure 14. Sample 2. 

                (a) Average Ra.                      (b) Standard deviation. 
 
Figure 15. Sample 3. 

               (a) Average Ra.                        (b) Standard deviation. 
 
Figure 16. Sample 4. 

              (a) Average Ra.                        (b) Standard deviation. 
 
Figure 17. Sample 5. 

Discussion  
 

Table 1 shows the average surface roughness values for 
sanding. For all of the samples, the surface roughness     
decreased substantially. The roughest samples were Sample 
5 and 3, which saw 97% and 98% decreases in the Ra    
values, respectively. The Rt value for Sample 5 saw a 97% 
decrease and Sample 3 saw a 94% decrease in Rt value. The 
Rt value for Sample 1, however, experienced a 14%       
increase. On the third run of the surface measurement,    
abnormally high values were recorded for Ra and Rt. A 
visual inspection of the part showed a scratch in the area 
that was tested. This scratch was most likely made when 
handling the part in the lab. If this data run were not incor-
porated into the calculations, the Rt value would have    
decreased by 8%. Figures 18-20 show the surfaces of the 
samples for each of the processes performed. The second 
process performed was sandblasting. Table 2 shows the 
surface roughness  values measured. For the parts that were 
relatively smooth (Samples 1, 2, and 4) the surface 
roughness increased substantially. The Ra value of Sample 
1 increased by 380%, Sample 2 by 255%, and Sample 4 by 
317%. For these three parts, sandblasting with the media 
selected was certainly not a viable option for increasing the 
smoothness. However, for the rough surfaces of Samples 3 
and 5, it was a possibility. Both of these had a decrease in 
Ra and Rt values. After sandblasting, Sample 3 had a     
decrease of 68% for the Ra value and a decrease of 64% for 
the Rt value. Sample 5  experienced similar results.  

 
This was due to the fact that these samples had a large 

number of sharp edges on the surface that were smoothed 
out after being sandblasted. Figure 19 shows that, after 
sandblasting, Sample 5 showed clear and severe pitting. The 
last process performed was tumbling the samples with    
media for two days. Table 3 shows the results of the surface 
finish. This process provided similar results to sandblasting. 
Samples 1, 2, and 4 all ended up with a rougher surface. 
Samples 1 and 2 both saw a 20% increase in Ra values and 
a 48.2% percent and 27.8% increase in the Rt values,     
respectively. Sample 4 saw the highest change of all the 
samples with a 106.8% increase in the Ra value and a 191% 
increase in the Rt value. As with sandblasting, the rougher 
finishes of Samples 3 and 5 were smoothed out. The Ra 
value of Sample 3 decreased by 5% and the Rt value 
decreased by 12%. Sample 5 saw a 19% decrease in the Ra 
value and a 21% decrease in the Rt value. 

     (a) Sample 1.                         (b) Sample 2.                         (c) Sample 3.                           (d) Sample 4.                          (e) Sample 5. 
 
Figure 18. Samples after sanding (note that Dykem was used to check for flatness). 
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For the Ra values, it was clear from these data that sand-
ing provided the most uniform surface finish across all   
cases, including the untreated sample. For sand blasting and 
tumbling, all measurements except for Sample 3 yielded 
lower standard deviations. For the Rt values, the same was 
observed, except that for Sample 5 the difference was even 
more noticeable, the standard deviation went from a value 
of 0.95 for sanding to 7.95 for sandblasting to 14.69 for 
tumbling. Table 1 shows that Sample 5, in particular, had 
the roughest untreated surface. In order to create more    
uniform 3D-printed jewelry pieces that will keep their 
strength and their surface characteristics, more analysis 
should be conducted to try to relate the composition of the 
sample, the printing parameters, the heat dissipation rate to 
surface finish, and the general physical properties. The chal-
lenge was not only in obtaining these relationships but also 
procuring larger samples. These are usually difficult to   
procure and expensive to create. 
 

Conclusions 
 

The surface finish of five samples of 3D-printed jewelry 
pieces were analyzed by mechanical engineering students in 
their senior year. Sanding, sandblasting, and tumbling were 
performed on all samples and the resulting surface finish 
measured. Ra and Rt values were used as a reference. Sand-
ing at 1500 grit showed the best results. In this case, the 
surfaces saw an improvement with a decrease in the Rt and 
Ra values in the range of 90%. Sandblasting showed mixed 
results with three of the five samples showing a drastic  
increase in the Ra and Rt values, up to 380%, while the  
other two showed about a 60% decrease in the Ra and Rt 
values. Tumbling yielded similar results to sandblasting and 
the Ra and Rt values increased for three samples up to 
106% and 191%, respectively. Increases in these values 
were observed in the remaining three samples, up to 19% 
and 21% for Ra and Rt on one sample, respectively. 
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Air-quality monitoring systems (Tryner et al., 2021) typi-
cally need specialized sensors to monitor the concentration 
of atmospheric gases as pollutants (e.g., PM2.5, PM10, CO2, 
CO, NO2, O3, etc.) and can be deployed in enclosed envi-
ronments such as residential homes or hospitals. In contrast, 
city-scale smart transportation systems (Rego et al., 2018) 
involve wide-area networks (WAN or cellular) with hetero-
geneous communication protocols and a plethora of sensors. 
Sensors in such systems can use high-power electricity for 
wide sensing coverage and reliability. A survey by Ang, 
Seng, and Wachowicz (2022) categorized the research and 
development domains of IoT into two phases. The first 
phase focused on developing the building blocks and      
enabling technologies, while the second phase focused on 
the addition of values to the application domain, such as 
smart environments and intelligent analytics. Oftentimes, 
the two phases are intertwined as new technologies emerge.  

 
For a specific research group, both of the phases are   

necessary. Even if the general trend of IoT systems develop-
ment is to combine more and more technologies, it is also 
true that specific application domains need a specific set of 
technologies optimized to application-level cases. As an 
example, consider the research by Liu (2016) in which the 
author reported a case study of designing and implementing 
an intelligent environmental control system specifically 
designed for the maintenance of a large-scale (8 meter × 50 
meter footprint) greenhouse. In that study, multiple hetero-
geneous sensors were hard-wired and installed across the 
greenhouse, and the sensor readings were wirelessly trans-
mitted by a data collection node to a remote web server for 
user access. The sensors and the data collection node were 
specially packaged for waterproofing. 
 

It is important to consider the best choices among availa-
ble technologies and options in cases with specific applica-
tions (Shirehjini & Semsar, 2017). From the embedded  
systems perspective (Lacamera, 2018), it is imperative to 
balance system performance with the cost of overall system 
operations. In this current study—the focus of this paper—
the author used an embedded-systems approach to IoT to 
show a case study of designing, implementing, and evaluat-
ing a portable low-cost intelligent system for smart environ-
ments. In the literature, the majority of IoT papers reviewed 
(Ang et al., 2022; Nauman, Qadri, Amjad, Zikria, Afzal & 
Kim, 2020) were large-scale research studies and encom-
passed various application domains. Many new approaches 
and methods have been proposed and evaluated, some of 
which became standard technologies, while others remain in 
experimental phases. The case study presented in this paper 

Abstract  
 

The development of portable low-cost hardware/software 
systems has been considered increasingly important in expe-
riential learning of technology and hands-on experiments in 
engineering research. The Internet of Things (IoT), imple-
mented through the embedded systems approaches, is a  
useful domain for the purpose. In this paper, the author pre-
sents a case study that shows the design, implementation, 
and testing of an IoT system using low-cost off-the-shelf 
components. The proposed system consisted of multiple 
sensor nodes dispatchable to remote locations and a server 
computer that a user could control locally. The sensor nodes 
and the server computer were connected wirelessly for the 
transmission of sensory data and intelligent analytics infor-
mation. The IoT system could function as a distributed   
sensor network with heterogeneous sensors that provided 
environmental monitoring capabilities for temperature,  
humidity, barometric pressure, geo-localization, and video 
streams from dispatched sites. Experimental evaluation 
showed that the system performed reliably and accurately. 
With the addition of intelligent analytics on the sensor node 
and server, the system could be deployed at various sites for 
creating smart environments. 
 

Introduction 
 

The development of portable low-cost hardware/software 
systems has been considered increasingly important in expe-
riential learning of technology and hands-on experiments in 
engineering research. The Internet of Things (IoT), imple-
mented through the embedded systems approaches, is a  
useful domain for the purpose. IoT can be defined as a   
network of physical devices, vehicles, home appliances, and 
other items embedded with electronics, software, sensors, 
actuators, and connectivity, enabling these objects to      
connect and exchange data (Shafiq, Gu, Cheikhrouhou, 
Alhakami & Hamam, 2022.) The IoT systems can vary in 
scale from personal health-monitoring systems (Baker, 
Xiang & Atkinson, 2017), to air quality monitoring systems 
at a house (Tryner et al., 2021), to city-scale smart transpor-
tation systems (Rego, Canovas, Jimenez & Lloret, 2018). 
The complexity of involved technologies can also vary. 
Health monitoring systems (Baker et al., 2017), for exam-
ple, can use near-field communication (NFC) or Bluetooth 
(IEEE 802.15) communication between sensors and moni-
toring devices. The sensors in such systems typically      
consume very little energy that can be supplied by a battery 
or through the use of energy harvesting technologies. 
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is based on these previous studies (Park, 2022) and mainly 
adopts standard technologies available to public and uses 
off-the-shelf devices for the implementation of the proposed 
system. 
 

System Structure Design 
 

Figure 1 shows the use-case diagram of the proposed sys-
tems for a smart environment, represented as a UML 
(Universal Markup Language) Use Case diagram. Smart 
environments (Cook & Das, 2004) have been envisioned as 
“a small world where different kinds of smart devices are 
continuously working to make inhabitants’ lives more com-
fortable.” A smart environment is a physical world that is 
richly interwoven with sensors, actuators, displays, and 
computational elements, embedded seamlessly in the envi-
ronment and connected through a continuous network. The 

overall system structure is a server-client system with a 
wireless network connection. The “User” in Figure 1 is the 
human user of the smart environment, who accesses the 
server computer to obtain awareness of the environmental 
status. The human user may want to become aware of the 
situation, which involves interpreting, visualizing, analyz-
ing, and accumulating sensor data transmitted from remote 
sensor nodes. The server computer, which is local to the 
user, is depicted by the dashed rectangle on top, while the 
group of remote sensor nodes are depicted by the dotted 
rectangle at bottom. Inside the group of sensor nodes is a 
single embedded system enclosed by the solid small rectan-
gle that corresponds to a sensor node. The sensor node runs 
various sensors, packages sensor data, backs up the data, 
and sends it to the remote server via wireless communica-
tion. The server computer can communicate with multiple 
sensor nodes simultaneously.  
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Sensor nodes (see Figure 1: Node-1, Node-2, etc.) are 
independent, embedded systems with their own operating 
system (OS) and work as clients in the network. Communi-
cation between the server and the clients in the current study 
used a WiFi (IEEE 802.11) wireless network with a router, 
where the router provided a private network for the commu-
nication. It is possible to configure the router to support a 
public network, but it would need consideration of network 
security issues. Given that the sensor node clients are small-
scale embedded computers, it is safer to configure the router 
for a private network. 
 

Hardware Design 
 

The implementation of the design in this current study 
used four Raspberry Pi embedded computers as the sensor 
node clients and an Apple MacBook Pro as the server. Any 
general-purpose computer (e.g., Windows PC, Apple Mac 
computer, Linux computer, etc.) will work as the server in 
the system. The sensor node used an ARM Quad-core    
Cortex-A72 chip as its CPU with a clock speed of 1.5 GHz. 
It also supported hardware interfaces via its general-purpose 
input and output (GPIO) pins that could be connected to 
various sensor devices. Each sensor device had its own 
communication interface, such as an inter-integrated circuit 
(I2C) interface bus, a serial peripheral interface (SPI) bus, a 
universal asynchronous receiver/transmitter (UART) bus, or 
other such device. Figure 2 shows the overall system hard-
ware diagram of the sensor node. The sensor node included 
BME280 combo-sensors—for temperature, humidity, and 
barometric pressure—a MAX31855 thermo-coupled      
temperature sensor, an MT3330 GPS sensor, and a camera 
with camera serial interface (CSI). Figure 3 shows the    
prototype implementation of the sensor node. Table 1    
summarizes the specifications of the sensor chips used in 
this study.  

Figure 2. System diagram. 

Figure 3. Prototype implementation of the sensor node. 

Sensor chip Make Sensor Type Interface Voltage Accuracy Capacity 

BME280 Bosch Humidity / Temperature/ Pressure I2C 3.3 V 
±3% /  
±1°C / 
±1 hPa. 

0 % to 100 % / 
-40 °C to 80 °C /  
300 to 1100 hPa 

MAX31855 Analog Devices Wide-range temperature SPI 3.3 V ±2 °C to ± 6 °C -200 °C to 1350 °C 

MT3330 Mediatek GPS UART 3.3 V 3 meters 22 Satellite tracks 

IMX477R Sony Camera CSI 5 V — 12.3 Mega pixels 

Table 1. Sensor chip specifications. 
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The BME280 chip was used for heterogeneous sensing of 
humidity, temperature, and barometric pressure. The 
MAX31855 was used for wide-range temperatures, such as 
severe cold or flame-hot temperatures. In contrast, the 
BME280 mainly sensed atmospheric ambient temperature. 
The MT3330 chip was for GPS tracking and could search 
66 satellites with an update rate of 1-10 Hz. The IMX477R 
chip was used as a CCD (charge-coupled device) sensor for 
the camera and supported 12.3 mega pixels of image resolu-
tion at a speed of 30 frames per second. The camera sensor 
was unique in the huge amount of video data it could     
capture as a series of image frames, whereas all the other 
sensors provides only simple scalar data (i.e., values.) The 
sampling rate of the scalar-data capture in this study was 
one second for all the sensors (except the camera) for evalu-
ation purposes. For typical settings, it would not be neces-
sary to sample temperature and humidity every second. The 
camera sensor supported video streaming as well as snap-
shot image capture. Image and video processing is highly 
CPU-intensive and causes CPU temperature to rise. The 
current implementation used a passive heat-dissipation 
method (i.e., aluminum diecasting case plus heat sink) for 
steady video streaming, but active cooling systems        
(e.g., cooling fan) may be needed for more CPU-intensive 
jobs such as image processing. 
 

Software Design 
 

Figure 4 shows the overall structure of software design 
for data processing and communication between a single 
sensor node and the server computer. Note that the server 

computer communicates with the four sensor nodes in the 
same fashion simultaneously. The dotted rectangle on the 
left represents the sensor-node processes, while the dotted, 
rounded rectangle on the right represents the server process-
es.  
 

The CCD sensor in the camera generated a live video 
stream that required a fast refresh rate (i.e., typically 30 
frames per second) and each frame occupied a huge amount 
of data, when compared to scalar sensor data; therefore, the 
video and scalar data were processed differently in the   
sensor node. Video data provides the user with rich infor-
mation about the monitored scene for context awareness in 
smart environments (Park & Trivedi, 2008). Context aware-
ness is one of the most salient features in intelligent envi-
ronments (Roy, Roy & Das, 2006) and the realization of 
automatic context awareness requires advanced image    
processing algorithms, which are typically CPU-intensive. 
In the current study, the video data were mainly processed 
for the purpose of video streaming from the sensor node to 
the remote server computer via a wireless network for the 
user’s context awareness in manual manner. The scalar data 
from the scalar sensors were time-series data, and they were 
processed mainly for data logging and data trend analysis. 
The sensor-node processes continuously sent scalar data to 
the remote server via the wireless communication, while 
backing up the data locally in the sensor node. The scalar 
data were buffered into a first-in first-out (FIFO) queue  
implemented on the main memory and backed up to a flash 
SD card sporadically. The FIFO queue also served as a data 
buffer for transmission. 

Figure 4. Software structure for data processing and communication. 
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The sensor-node processes also included the data trend 
analysis for detecting a rising or falling pattern of environ-
mental variables (e.g., rising and falling of ambient temper-
ature, humidity, etc.) Sensory data in general is noisy, due 
to hardware characteristics and electromagnetic influences, 
and it is not practical to compare two adjacent values to 
discern if the sensory value is rising or falling due to the 
noise; it is necessary to filter out the noise from the signal. 
Moving-average algorithms have been used to filter the 
spiky noises from data and to obtain reliable, smooth signal 
patterns (Fang, Xu & Zhu, 2014.) The moving-average  
value, mt,  at the tth  timestamp is defined in Equation 1 by 
summing the raw sample value rt and N values around the 
raw value along the time as follows: 
 
 

(1) 
 
 

The even number N determines how many nearby values 
are averaged. For example, if N=4, a total of five sample 
points including rt are averaged. The value N needs to be 
empirically configured, depending on the characteristics of 
the sampled data pattern. The current study, the author   
extended the moving-average method to develop the data 
trend analyzer shown in Figure 5. The data trend analyzer 
accesses the FIFO buffer on the main memory to calculate 
the moving average values at every sampling moment and 
determines whether the data stream represents a rising or 
falling trend. The basic idea is similar with the time-series 
analysis in statistics (Hansun, 2013) or the technical analy-
sis in stock market trading (Raudys, Lenčiauskas & 
Malčius, 2013.) It uses two moving averages of different 
scales, as follows. A long-term moving average with a large 
value of N is compared to a short-term moving average with 
a small value of N over time. The short-term moving aver-
age is more sensitive to the values adjacent to the current 
value, while the long-term moving average indicates overall 
value in a longer time duration. The data trend analyzer de-
tects the moment of crossing between the two moving-
average plots and reports if it is a rising trend or a falling 
trend. Figure 5 shows an example output of the proposed 
data trend analyzer that processes a random input signal as 
the test data. 

The arbitrary time-series input data (Series 1 in Figure 5) 
was generated by Equation 2 with the constraint that the 
following value vt+1 at t+1 is randomly chosen within a 
boundary of the preceding value vt at time t, as follows: 
 

(2) 
 
where, K is a constant (e.g., K = 5), and rand(-1,1) is a   
uniform-distribution, random real-number generator       
between   -1 and 1. 
 

The rectangular waveform (Series 2 in Figure 5) repre-
sents the trend analysis results in terms of binary values as 
follows: the output value of (+1) indicates a rising trend of 
the input data, while the output value of (-1) indicates a fall-
ing trend of the input data. The initial duration with the  
output value of zero (0) in Figure 5 indicates the initializa-
tion phase of the data trend analyzer. Note that the short-
term and long-term average values are not shown in the 
figure for simplicity. Figure 5 further shows that the       
proposed data trend analyzer successfully interprets the time
-series input data stream into semantic notion of rising   
versus falling trend segments. This is an example of sensor-
based intelligence achieved at the edge-level computation 
and embedded in the sensor nodes in the context of IoT.  
 

Each sensor node runs its own software for sensor reading 
and data backup, while all the sensor nodes should be com-
municating with the server in a corporative manner. In the 
current system, server-client communication was handled 
by a multi-socket connections approach, where the server 
opens/closes multiple sockets on demand requested from the 
clients and processes the communications via event-driven 
interrupts. Each sensor node had the following major jobs. It 
had to read data from multiple hard-wired sensors, convert 
the data format to byte streams, store the data temporarily 
on a local flash SD card, and wirelessly send the data to the 
server. Data communication was guaranteed by the TCP/IP 
protocol, which exchanges acknowledgement packets at 
every transaction. 
 

The execution of programs on the sensor node can be 
autonomously run, according to a planned schedule via the 
crontab utility on Linux OS on the client. It also can be initi-
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Figure 5. Data trend analyzer output from simulated input data.  
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ated and controlled by the user on the server side. A secure 
connection between the client and the server is maintained 
through the WiFi network via SSH or SFTP protocols. The 
overall software paradigm is well-suited with the system 
design in Figure 1. The current implementation of the soft-
ware for the system was based on object-oriented design 
and used Python and C++ programming languages. For fast 
processing, C/C++ library modules are called from Python 
using C/Python a binding mechanism and running behind 
the Python code. 
 

Experiment and Data Analysis 
 

One of the motivations for this current study was to proto-
type a working system for a distributed mobile sensor    
network using off-the-shelf components and to evaluate the 
reliability of such a system. An experiment was conducted 
for basic data analysis that included a reliability test in the 
data-collection process, an accuracy estimation of sensory 
data, and an exploration of data profiling for descriptive 
statistics (i.e., mean, standard deviation, and curve fitting). 
The experiment was conducted over two consecutive days 
using four sensor nodes and one server computer. The    
sensor nodes were placed strategically on different sites 
within a two-story building. Node-1 was placed inside the 
basement near the entry door. Node-2 was placed inside a 
room on the ground floor near a window. Node-3 was 
placed inside a second-floor room with lots of windows. 
Node-4 was placed near the attic area. All windows and 
doors were closed during the experiment and no HVAC 
(heating, ventilation, and air conditioning) systems were on. 
Each node collected sensory data every second for two 
days, producing about 10 Mbytes of scalar data per node. 
 

Figure 6 shows the temperature graphs from the four  
sensor nodes. The y-axis is temperature in degrees Celsius 
[°C] and the x-axis is sampling index in time. The tempera-
ture values of the [average ± standard deviation] of the four 
sensors were [23.2 ± 0.15]°C, [24.29 ± 0.5]°C, [28.27 ± 
0.56]°C, and [28.56 ± 1.56]°C for sensors 1 through 4,   
respectively. The graphs show that the temperature rose 
from the lowest at the basement to the highest near the attic 
area. The standard deviations indicated that temperature 
variation becomes larger from the lower to higher levels in 
the building. The two dips in the temperature curves corre-
sponded to nighttime, while the two peaks corresponded to 
daytime. The temperature variations between day and night 
became wider from the basement to the vicinity of attic  
area. This implied that the upper-level temperature near the 
attic was affected more by the ambient day/night tempera-
ture influence from outside the building. 
 

Figure 7 shows the relative humidity graphs with the        
y-axis showing the percentage. The relative humidity values 
[average ± standard deviation] of the four sensors were 
[51.50 ± 2.19]%, [56.39 ± 1.57]%, [45.39 ± 1.25]%, and 
[44.39 ± 2.83]% for sensors 1 through 4, respectively. The 
relative humidity was inversely correlated with ambient 

temperature. The ambient temperature profiles and the   
relative humidity profiles also showed distinct patterns,  
depending on the location of the sensor node. The humidity 
was highest on the ground floor and lowest on the second 
floor near the attic. 

Figure 6. Temperature in degrees Celsius [°C]. 

Figure 7. Relative humidity in percent [%]. 
 

Figure 8 shows the barometric pressure graphs in hPa. 
The barometric pressure values [average ± standard devia-
tion] of the four sensors were [1003.45 ± 1.63]hPa, 
[1002.84 ± 1.59]hPa, [1003.30 ± 1.61]hPa, and [1002.87 ± 
1.62]hPa for sensors 1 through 4, respectively. The four 
graphs show very similar patterns of variation over time. 
The barometric pressure patterns of the four sensor nodes 
closely resembled one another, which implied that the    
sensor reading was reliable. Figure 9 shows the GPS lati-
tude coordinate values in degrees. The values [average ± 
standard deviation] of the four sensors were [31.7939 ± 
0.00023]°, [31.7942 ± 0.00014]°, [31.7939 ± 0.00007]°, and 
[31.7940 ± 0.00006]° for sensors 1 through 4, respectively. 
Note that the actual GPS coordinate values of the latitude 
and the longitude were obfuscated by adding a random   
constant integer for privacy reasons. However, adding the 
constant number did not affect the standard deviation or the 
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temporal patterns. The high spikes as impulse noise in the 
graph of Node-1 showed signal fluctuation due to the insuf-
ficient number of tracked satellites. Despite the impulse 
noise, the [average ± standard deviation] of Node-1 was 
close to those of the other nodes. Such impulse noise can be 
easily removed by a moving-average filter. 

Figure 8. The barometric pressure graphs in hPa. 

Figure 9. GPS latitude coordinate values in degrees. 
 

Figure 10 shows the longitude coordinate graphs in de-
grees. The values [average ± standard deviation] of the four 
sensors were [-57.8859 ± 0.00024]°, [-57.8858 ± 0.00012]°, 
[-57.8859 ± 0.00009]°, and [-57.8857 ± 0.00005]° for    
sensors 1 through 4, respectively. The high spikes on the 
graph of Node-1 show signal fluctuation due to an insuffi-
cient number of tracked satellites. The fact that the high 
spike noises in Figures 9 and 10 can be easily filtered out by 
a Gaussian filter or a moving average filter indicates that 
GPS localization can be achieved reliably even at the    
basement level inside certain buildings (e.g., wooden   
buildings). Figure 11 shows the temporal graphs of the 
number of tracked satellites in integer count. The number of 
tracked satellites are integer numbers. For validation      
purposes, the values [average ± standard deviation] of the 
four sensors were [5.5 ± 1.43], [7.8 ± 1.64], [9.1 ± 1.65], 

and [10.4 ± 1.54] satellites for sensors 1 through 4, respec-
tively. The number of tracked satellites directly influenced 
the reliability of the latitude/longitude calculations, as 
shown in Figures 9 and 10. The author also noticed that 
indoor environments can receive satellite signals, although 
they depends on the material and structure of the building.  
 

The GPS coordinates of latitude and longitude were simi-
lar among the four sensor nodes. The random peak noises   
apparent on Node-1 at the basement level were caused by an 
insufficient number of tracked satellites, in and of itself due 
to the location of the MT3330 GPS sensor that was posi-
tioned at the basement level. Even at the basement level, the 
sensor received GPS signals from 2-10 tracked satellites. 
Figure 11 shows that as the locations of the sensor nodes 
changed—from the basement to the ground level, to the 
second floor, and to near the attic area—the number of 
tracked satellites increased from 5 to 7 to 9 and to 10. The 
fluctuation pattern in the number of tracked satellites was 
normal for GPS receivers in general situations. The 
MT3330 GPS sensor supports simultaneous searching and 
tracking of numerous satellites. 

Figure 10. GPS longitude coordinate values in degrees. 

Figure 11. The number of tracked satellites [integer count]. 
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Figures 12 and 13 show the moving-average plots over-
laid on the raw data plot. “Raw” in the legend refers to the 
raw data plot; “MovAvg1” refers to the short-duration  
moving average plot; and, “MovAvg2” refers to the long-
duration moving-average plot. Figure 12 shows that the long
-duration moving average (MovAvg2) provided better a 
profile of the data pattern than the short-duration moving 
average (MovAvg1), while Figure 13 shows that the short-
duration moving average performed better in data profiling. 

Figure 12. Temperature curves in raw versus moving averages. 

Figure 13. Humidity curves in raw versus moving averages. 
 

Figures 12 and 13 also show comparisons of the short-
term and long-term moving average plots. The short-term 
and long-term average patterns represent the trend of     
temperature change in the short term and the long term, 
respectively. It is likely that the next temperature in the near 
future will rise when the short-term moving average goes 
above the long-term moving average, and vise-versa. The 
curve-crossing moment was detected by the data trend   
analyzer on the sensor node, which notified the user on the 
server computer as a trend report. This trend report provided 
useful information to the user for decision making regarding 
the sensor-deployed environment. 

Figure 14 shows snapshots of the streamed videos from 
the cameras on two sensor nodes (Node-2 and Node-3), 
respectively. The other sensor nodes (Node-1 and Node-4) 
had blocked camera views due to the deployed locations 
(i.e., basement and near attic, respectively.) Figure 14 shows 
the Node-2 camera view through the window glass and the 
Node-3 camera view of the building entrance area, respec-
tively. 

Figure 14. Snapshots of streamed videos from the sensor-node 
cameras. 
 

The video streaming by the sensor nodes could be       
accessed from the remote server using the Virtual Network 
Computing (VNC) application. VNC supports simultaneous 
access to the multiple sensor nodes. Table 2 shows the CPU 
die temperature changes over time for specific processes. 
The temperature, while the CPU is idling, is the baseline. 
The CPU temperature stayed close to the baseline level 
while processing scalar sensors for one minute through one 
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hour. The CPU temperature rose significantly while stream-
ing a live video, but did not go over 70°C even after an hour
-long video streaming. The heat dissipation in the current 
implementation used a passive method (i.e., aluminum 
diecast case with heat sink). The aluminum case internally 
contacted the CPU and the memory chip via a heat-
transferring adhesive tape. This passive heat dissipation 
method was enough to maintain the CPU temperature with-
in a reasonable bound. For reference, the CPU temperature 
of the server computer (Apple MacBook Pro) was 64°C 
during the experiment. Active cooling systems (e.g., cooling 
fan) would significantly reduce the CPU temperature of the 
sensor node, but it would consume significant amounts of 
electric power for the deployed sensor node. Given the   
limited hardware resources of the embedded systems in  
general, it was not desirable to use active cooling methods. 
 

Conclusions 
 

The main objective of this study was to establish a base-
line for determining whether future research on embedded 
intelligence using IoT is warranted in university engineering 
education. The contribution of this current study included 
empirical data that compared the performances of conven-
tional scalar sensors to data-intensive video sensors. The 
author determined that video streaming is doable, but that 
image processing is not doable at the edge level, partly due 
to the excessive heat at the CPU die and the limited pro-
cessing capabilities of the CPU of the sensor node. In addi-
tion, the author presented here the data-trend-analyzer algo-
rithm and its implementation as an example of the embed-
ded intelligence instantiated at edge-level computing. In the 
near future, observational studies will follow to investigate 
the learning effectiveness of the case study in engineering 
education. 
 

The results of the study show that the development of a 
distributed sensor network is achievable using off-the-shelf 
components and low-cost, generic embedded system     
computers. Multiple sensor nodes, each of which was an 
independent embedded system with heterogeneous sensors, 
were simultaneously connected to a general-purpose note-
book computer to provide environmental monitoring capa-

bilities. For this study, such capabilities included tempera-
ture, humidity, barometric pressure, geo-localization, and 
video streaming, but more diverse sensing modalities (e.g., 
heterogeneous atmospheric gases such as CO, CO2, O3, 
NO2, SO2, etc.) could be added if bus interfaces are compat-
ible. The current IoT system could be deployed to monitor 
various environments such as factories, schools, offices, 
hospitals, and homes. 
 

Experimental evaluation showed that the developed IoT 
system was reliable for extended use and accurate in data 
sampling and transmission. The sensor nodes also realized 
locally embedded intelligence (e.g., data trend analysis) and 
autonomously triggered notifications to the server computer. 
The developed system could be used for portable deploy-
ment in diverse environments with extra intelligent analytics 
applications. Future studies will include weather-proof 
housing of the sensor node for various environments and the 
incorporation of more diverse sensor types, as noted above. 
Another important feature of future studies would be to  
investigate light-weight image processing onboard the    
sensor node for locally embedded intelligence. 
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One method to help bridge the gap between the non-expert 
and such an evolving methodology would be to introduce 
new development environments to aid in facilitating adop-
tion of the machine learning paradigm. The current authors 
previously published a novel framework designed from the 
ground up with this specific purpose in mind, first as a 
framework for a course in machine learning and later as a 
framework for a development environment (Bowman & 
Jololian, 2021; Bowman, Prabhakar & Jololian, 2022). The 
authors encourage the reader to review these papers for a 
detailed description of the framework. In this current study, 
the authors applied this framework and methodology to a 
problem in the medical domain involving the localization of 
seizure onset zones in epilepsy patients. 
 

Epilepsy is a neurological disorder characterized by    
abnormal neural activity, often manifesting as seizures 
(England, Liverman, Schultz & Strawbridge, 2012). A   
patient is diagnosed with focal epilepsy when their seizures 
are found to originate from a single region within the brain, 
deemed the seizure onset zone. To study, diagnose, and treat 
this disorder, researchers often analyze data gathered from 
electroencephalography (EEG) and magnetoencephalog-
raphy (MEG), both non-invasive procedures (Tovar-
Spinoza, Ochi, Rutka, Go & Otsubo, 2008). While EEG 
records electrical activity, MEG records measurements of 
the magnetic field created by the underlying electric current 
through neural tissue (Cuffin & Cohen, 1979). If medica-
tions fail to produce the desired control over seizure       
frequency and severity, epilepsy surgery is considered in 
order to remove the region of cortex containing the seizure 
onset zone.  

 
To find an automated solution for localizing this zone in 

patients with focal epilepsy, previous studies explored the 
application of machine learning to neuro-imaging data with 
limited success. These included attempting to analyze   
magnetoencephalogram (MEG) data with a support vector 
machine to identify high-frequency oscillations thought to 
correspond to epilepsy activity (Guo et al., 2018). Others 
used the support vector machine to analyze graph theoreti-
cal features extracted from fMRI data to lateralize and local-
ize seizures to the temporal lobes (Wu et al., 2018). Author 
in yet other studies attempted to train an artificial neural 
network and support vector machine on frequency domain 
features extracted from MEG data to discriminate between 
healthy and controls and epilepsy and between frontal focal 
epilepsy and generalized epilepsy (Aoe et al., 2019;        
Soriano, Niso, Clements, Ortín, Carrasco, Gudín & Pereda, 
2017).  

Abstract 
 

The rise of machine learning methodologies in recent 
years has seen great success in a variety of applications. 
However, this new paradigm is often utilized in limited 
ways through arbitrary selection of machine learning algo-
rithms and static feature sets, particularly in the medical 
literature. The current authors previously published a frame-
work that removes these artificial limiters, while laying the 
groundwork for parallel research and development tracks. 
To showcase the potential power from this expanded use of 
the machine learning paradigm, the authors applied this 
framework to the complex medical problem of epileptic 
seizure localization. Resting state EEG/MEG data were  
simultaneously collected from 22 patients prior to epilepsy 
surgery and retrospectively selected for analysis. Power 
spectral and coherence features were extracted from all  
sensor time series data. Sets and subsets of these features 
were used to train multiple machine learning algorithms for 
classifying epilepsy in different brain regions.  

 
Models generated by a variety of algorithms—and trained 

by delta, theta, beta, and low gamma MEG and EEG      
features—were able to achieve an f-measure > 0.95, when 
distinguishing between left frontal epilepsy and bilateral 
extra-frontal epilepsy patients. Results showed that the arti-
ficial neural network also achieved this f-measure, but only 
when trained on the subset of features including beta and 
low gamma EEG features. Models generated by training the 
same algorithms and feature sets only achieved an                
f-measure of 0.818, when classifying right frontal epilepsy 
versus bilateral extra-frontal epilepsy. In this current study, 
using parallel applications of the machine learning para-
digm, the authors were able to both improve on results seen 
in previous studies in classifying epilepsy and showcase the 
potential for meta-analysis across research tracks. This 
study provided additional insights into how research can be 
greatly expedited and expanded in scope through parallel 
exploration of topics that share overlapping feature or data 
sets.  
 

Introduction 
 

With the emergence of the machine learning paradigm in 
recent years, researchers in a wide variety of fields have 
sought out solutions generated by machine learning algo-
rithms. While machine learning techniques continue to 
evolve, their adoption and usage is often carried out in an ad 
hoc manner, particularly by those whose expertise lies   
outside the field of computer science or related disciplines. 
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These studies are representative of a large portion of the 
medical literature reviewed, due to their use of either the 
support vector machine or artificial neural network. While 
these previous publications often did not discuss how they 
arrived at the algorithm used, the authors suspect that such 
discussions were not included, because those authors found 
that such algorithms had already been employed with some 
success in previous literature. This represents an almost 
arbitrary decision in their methodology. The current       
authors’ proposed framework sought to correct this aspect 
of the literature by providing a more comprehensive       
approach toward predictive model construction and selec-
tion. Early results from the framework presented in this  
paper include some models with accuracy consistent with 
these previous studies, but also some models with higher 
accuracy, sometimes using the same classifier but with   
different features. 
 

Applying this framework to the case study, the authors 
instantiated this three-layer architecture with each layer 
broadening the scope of their search through the solution 
space. Beginning from the research layer, the authors were 
able to generate multiple research questions that could be 
explored from the same data set. Data selection and prepro-
cessing was then determined according to the needs of those 
research questions with one control layer generated to    
address each question. Within each control layer, the feature 
and classifier sets were then defined and feature extraction 
implemented. Of note was the ability for this architecture to 
allow for the researcher to explore the effect completely 
different features have in relation to each research question. 
Model construction and testing was then performed in every 
instantiation of the composite layer with a confusion matrix 
generated.  
 

Methods 
 

The authors collaborated with a neurologist who retro-
spectively selected patients with medically intractable    
epilepsy from a database (n = 22). All patients had previous-
ly undergone surgical resection and were seizure free for at 
least six months, thus confirming their epileptic locus was 
within the resected region. As part of their pre-surgical eval-
uation, all patients had an MEG study performed using the 
system described below. The study was approved by the 
Institutional Review Board at the University of Alabama at 
Birmingham. All MEG recordings were performed using a 
whole-head, 148-channel system housed within a magneti-
cally shielded room (4D Neuroimaging, San Diego, CA). 
All patients were in a reclined position for the duration of 
the recordings. Multiple recordings were collected from 
each patient, each lasting 10 minutes and collected at a sam-
pling rate of 508.63 Hz. Each data file was then prepro-
cessed with in-house MATLAB scripts using Statistical 
Parametric Mapping software (SPM12b,                       
http://www.fil.ion.ucl.ac.uk/spm). All electroencephalogram 
(EEG) recordings were gathered using the international     
10-20 system of electrode placement and gathered concur-

rently with each MEG recording. All EEG data were gath-
ered at a sampling rate of 2 kHz and down-sampled to 600 
Hz using a low-pass filter. Only data from 25 EEG leads 
common across all patients were included for further analy-
sis and feature extraction.  
 

Feature extraction from both MEG and EEG recordings 
was performed using a combination of Brainstorm functions 
and in-house MATLAB scripting (MATLAB, 2018; Tadel, 
Baillet, Mosher, Pantazis & Leahy, 2011). Mean power 
spectrum density (Welch method) was computed using the 
Brainstorm function with the frequency bands slightly    
adjusted to the following: Delta band from 1–3 Hz, theta 
band from 3–8 Hz, alpha band from 8–12 Hz, beta band 
from 15–29 Hz, low gamma band from 30–59 Hz, and high 
gamma band from 60–90 Hz. Spectral coherence features 
between sensors were computed from both MEG and EEG 
time series data using the mean square coherence function 
in MATLAB 2018a.  
 

Machine Learning Training and Testing 
 

All classifier training and testing was performed using the 
Waikato Environment for Knowledge Analysis (WEKA) 
open-source machine learning software (Witten, Frank, 
Trigg, Hall, Holmes & Cunningham, 1999). Default param-
eters were used for each classifier unless otherwise noted. 
Unless otherwise noted, all classifiers were trained and test-
ed using 10-fold leave-one-out cross validation with WEKA 
reporting the confusion matrix, precision, recall, and 
weighted f-measure for each trained model. Classification 
was performed using different combinations of features 
provided to each classifier to find the combination of classi-
fier and feature set that produced the highest f-measure.  
 

Results 
 

In Table 1, the authors present some results with seizure 
localization to the left frontal lobe. Using the weighted         
f-measure reported by WEKA as the metric for this matrix, 
the authors were able to see a wide range in results, depend-
ing on algorithm and feature set. For this and future tables 
of results, the authors denote a calculated f-measure as “not 
a number” (“NaN”) when the calculation involves division 
by zero. The maximum f-measure for each table is bolded. 
Maximum f-measure of 0.951 was achieved from models 
generated by logistic regression, stochastic gradient descent 
(SGD), simple logistic, support vector machine (SMV), and 
logistic model tree (LMT) algorithms trained by a feature 
set containing MEG power in the delta, theta, beta, and low 
gamma ranges. In the case of logistic regression and SVM, 
the achieved maximum f-measure decreased, when features 
extracted from EEG were included in addition to the afore-
mentioned MEG features. The multilayer perception, other-
wise known as the artificial neural network (ANN), was the 
only algorithm to match the maximum f-measure with   
fewer, albeit different features.  
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Table 2 shows the results from the same algorithms 
trained with the same feature sets, relabeled to data from 
patients with right frontal epilepsy. In this classification 
task, the highest-weighted f-measure of 0.818 was only 
achieved by the logistic regression algorithm trained using 
the combined MEG feature set with power in all stated fre-
quency bands. Table 3 shows the results of training the 
same set of algorithms with coherence features extracted 
from MEG in the theta, alpha, beta, and low gamma fre-
quency ranges (the far-right column being the combined 

feature set with all frequency bands included: “OOM” de-
notes an out-of-memory error when training the model). 
Here, the models were trained to discriminate between right 
and left temporal lobe epilepsy, also known as lateraliza-
tion. In this task, the maximum weighted f-measure of 0.818 
was achieved from the SimpleLogistic and LMT algorithms 
trained using only coherence features in the beta frequency 
band as well as the random tree algorithm using coherence 
features in the beta and low gamma bands. 

Algorithm Delta EEG Theta EEG Beta and low 
gamma EEG 

Delta, theta, beta, 
low gamma EEG 

Delta, theta, beta, 
low gamma MEG EEG&MEG 

BayesNet NaN 0.777 NaN 0.777 0.872 0.872 

NaiveBayes 0.653 0.753 0.777 0.777 0.291 0.347 

NaiveBayesMultinomial NaN NaN NaN NaN NaN NaN 

Logistic Regression 0.727 0.727 0.818 0.753 0.951 0.836 

SGD 0.777 0.777 0.909 0.777 0.951 0.951 

Multilayer Perceptron 0.777 0.777 0.951 0.777 0.909 0.909 

SimpleLogistic 0.753 0.777 0.889 0.777 0.951 0.951 

SMO (SVM) NaN 0.777 NaN NaN 0.951 0.909 

DecisionStump 0.753 0.753 0.777 0.753 0.872 0.872 

J48 NaN 0.753 0.889 0.786 NaN 0.786 

LMT (log tree) 0.753 0.777 0.889 0.777 0.951 0.951 

Random Forest NaN 0.777 NaN NaN 0.777 0.852 

Random Tree 0.700 0.727 0.909 0.727 0.852 0.818 

Table 1. Left frontal versus bilateral extra-frontal. 

Algorithm Delta EEG Theta EEG Beta and low 
gamma EEG 

Delta, theta, beta, 
low gamma EEG 

Delta, theta, beta, 
low gamma MEG EEG&MEG 

BayesNet NaN NaN NaN NaN 0.805 0.805 

NaiveBayes 0.084 0.364 0.611 0.261 0.287 0.287 

NaiveBayesMultinomial NaN NaN NaN NaN NaN NaN 

Logistic Regression 0.570 0.613 0.398 0.600 0.818 0.636 

SGD 0.590 0.590 0.745 0.636 0.778 0.600 

Multilayer Perceptron 0.513 0.484 0.422 0.600 0.727 0.579 

SimpleLogistic NaN 0.566 NaN NaN 0.566 NaN 

SMO (SVM) NaN 0.590 NaN 0.642 0.611 0.566 

DecisionStump 0.513 0.455 0.590 0.590 0.805 0.805 

J48 0.540 0.540 0.513 0.485 NaN 0.485 

LMT (log tree) NaN 0.513 NaN NaN 0.566 NaN 

Random Forest 0.540 0.579 0.566 0.540 0.642 0.745 

Random Tree 0.438 0.600 0.485 0.441 0.611 0.745 

Table 2. Right frontal versus bilateral extra-frontal. 
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Representing a single row in Table 3 in a different     
manner, Figure 1 graphically shows how the performance of 
the J48 decision-tree algorithm varied, depending on which 
feature set was used. The performance of this algorithm did 
not improve with beta and low gamma coherence features 
combined instead of the subset including only coherence in 
the beta frequency range. Also noteworthy is the lower  
performance when trained on the full feature set, including 
coherence features from all frequency bands. 

Figure 1. Performance of the J48 Decision Tree with various 
feature sets. 
 

Discussion of Technical Results 
 

From an engineering standpoint, this methodology      
presents a more thorough exploration through both the solu-
tion space associated with each research question as well as 
the capability to efficiently investigate multiple research 
questions. Whereas the traditional methodology would have 

arrived at one or two of these models, the framework     
employed here allows for a much broader view of the land-
scape from which researchers can select the maximum-
weighted f-measure. Through this broader view, the authors 
see some models with tested f-measure approximately equal 
to those in previous studies, potentially confirming their 
results. Results also show that some models achieved higher 
f-measure, sometimes using the same algorithm as in previ-
ous studies but trained with a different feature set. In this 
case, the maximum was observed by multiple models, 
which presents the researcher with the opportunity to     
consider other metrics as well as generate additional       
research questions that may explore why different feature 
sets resulted in high accuracy.  

 
Figure 1 shows the variability in performance of a single 

classifier, reinforcing the need for researchers to explore the 
solution space through multiple machine learning algo-
rithms and feature sets. Further experimentation may      
explore the effect that changing various hyper-parameters 
has on improving the performance of some algorithms, such 
as altering the number of hidden layers of the artificial neu-
ral network. Stepping back to take in a more abstract view 
of these results leads to additional questions relating to 
model performance relative to feature subset, in some cases 
decreasing substantially. This comparative meta-analysis is 
further expanded on by the opportunity to efficiently inves-
tigate parallel research questions (right and left frontal lobe 
epilepsy) and comparing the results from the same algo-
rithms and feature sets. The authors were also afforded the 
opportunity to efficiently explore another research track in 
tandem by reusing the same data set, resulting in the investi-
gation into the possible relationship between coherence  
features and focal epilepsy.  

Algorithm Theta Coherence Alpha Coherence Beta Coherence Low Gamma 
Coherence 

Beta & Low Gamma 
Coherence TABG Coherence 

BayesNet 0.364 0.364 0.723 0.723 0.696 0.617 

NaiveBayes 0.696 0.617 0.538 0.545 0.364 0.538 

NaiveBayesMultinomial 0.091 0.636 0.364 0.455 0.538 0.445 

Logistic Regression 0.445 0.331 0.723 0.445 0.636 0.455 

SGD 0.331 0.261 0.538 0.636 0.723 0.723 

Multilayer Perceptron 0.331 0.261 0.617 0.617 0.636 OOM 

SimpleLogistic 0.140 0.195 0.818 0.445 0.727 0.331 

SMO (SVM) 0.261 0.261 0.617 0.617 0.636 0.455 

DecisionStump 0.331 0.140 0.727 0.445 0.727 0.331 

J48 0.636 0.261 0.727 0.445 0.727 0.445 

LMT (log tree) 0.140 0.195 0.818 0.445 0.727 0.331 

Random Forest 0.331 0.364 0.808 0.455 0.696 0.636 

Random Tree 0.445 0.455 0.723 0.455 0.818 0.538 

Table 3. Left versus right temporal lobe epilepsy, MEG feature sets. 
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Discussion of Domain-Specific Medical 
Results 
 

From a medical standpoint, these results show an interest-
ing disparity between the metrics achieved to discriminate 
between focal epilepsy in different brain regions. This is 
most easily seen when comparing the results in Tables 1 and 
2: Investigating mirrored hypotheses, left frontal versus 
right frontal epilepsy, reveals classification of left frontal 
epilepsy using the defined power spectral features to be the 
“easier” of the two tasks. This may suggest that the underly-
ing neurophysiological characteristics associated with right 
frontal lobe epilepsy consist of a more complex pattern than 
that which can be identified by these algorithms and feature 
sets for left frontal lobe epilepsy. This may imply that focal 
epilepsy originating from the right frontal lobe may be   
better characterized by changes in features beyond power 
spectra. The nature of these features may provide further 
insight into the processing and functional structure of the 
right frontal lobe and how electrical pathologies such as 
epilepsy disrupt normal function. 
 

These results also show greater opportunity for success in 
such classification tasks with power spectral features over 
coherence features, although this observation may change 
with focal epilepsy in other cortical regions. Further       
research is needed with a larger data set to confirm this 
trend. Spectral coherence was chosen as a feature because 
of the connectivity exhibited between the temporal lobes 
and other regions of the brain (Haneef, Lenartowicz, Yeh, 
Levin, Engel Jr. & Stern, 2014; Spencer, 2002). Previous 
studies have also explored other methods of quantifying 
neural or cortical connectivity, such as transfer entropy, 
directed transfer functions, and graph theoretic metrics 
(Basu, Kudela, Korzeniewska, Franaszczuk & Anderson, 
2015; Dai, Zhang, Dickens & He, 2012; Ursino, Ricci & 
Magosso, 2020; Wu et al., 2018). Mirroring the limited suc-
cess seen in those studies, the results of this current study 
suggest that further research is needed to explore these   
different metrics for connectivity in combination or refined, 
perhaps with more narrowly defined coherence metrics than 
used here. The results of this research clearly show the need 
to explore the use of feature subsets to train multiple      
machine learning models for testing, as a subset may lead to 
higher performance than the complete feature set.  
 

Conclusions 
 

In this study, the authors employed a previously published 
framework for the development of machine learning solu-
tions conducted in the context of a medical case study.   
Using this methodology to embrace the machine learning 
paradigm more fully, the authors were able to efficiently 
explore both the problem and solution spaces within the 
case study’s domain. Implementation of the composite layer 
allowed for empirical identification of algorithm-feature set 
pairings with higher performance metrics than seen in previ-

ous studies. Implementation of the control layer in combina-
tion with the composite layer greatly improved the scope of 
this research, expanding the potential of the project to    
explore multiple, related domain-specific questions in rapid 
succession through the re-use of data and feature sets.  
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